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STUDY ABSTRACT

Head Start provides comprehensive early child development services to low-income children,
their families, and communities.  In 1998, Congress determined, as part of Head Start’s
reauthorization, that the Department of Health and Human Services (DHHS) should conduct a
national study to determine the impact of Head Start on the children it serves.  In October 2000,
DHHS awarded a contract to Westat in collaboration with the Urban Institute, American Institutes
for Research, and Decision Information Resources to conduct the research.  The research design
of the Head Start Impact Study is derived primarily from the legislative language of the Head
Start Act, as well as the set of recommendations from the report of the Advisory Committee on
Head Start Research and Evaluation.

The National Head Start Impact Study has two primary goals :

1. The first is to determine, on a national basis, how Head Start affects the school readiness
of children participating in the program as compared to children not enrolled in Head
Start.  In other words, does Head Start improve children’s cognitive development, general
knowledge, approaches to learning, social and emotional development, communication
skills, fine and gross motor skills, and physical well-being?  In addition, how does Head
Start affect the lives of the families of children enrolled in the program?

2. The second goal of the study is to determine under which conditions Head Start works best
and for which children.  To meet this goal, the study will examine various factors that
could affect the results of the Head Start program.  These factors will include differences
among children attending Head Start, differences in children’s home environments, the
different types of Head Start programs available (home or center-based, quality indicators
such as staff ratio, curriculum, part- vs. full-day programs, one versus two years
exposure), and the availability and quality of other child care and preschool programs in a
particular area.

The National Head Start Impact Study is a longitudinal study that will involve approximately
5,000-6,000 three and four year old preschool children across an estimated 75 nationally
representative grantee/delegate agencies (in communities where there are more eligible children
and families than can be served by the program).  The Advisory Committee discussed different
possible options for selecting sites, and the currently proposed design reflects one of these
options, a stratified national sample.  There also will be limited replacement, as necessary.  The
children participating will be randomly assigned to either a treatment group (which receives
Head Start services) or a comparison group (which does not receive Head Start services).  Every
effort will be made to minimize the burden on individual programs and to not significantly
change typical enrollment and recruitment procedures.

Prior to the start of data collection for the main study, a Pilot Test will be initiated in the Spring
of 2001 with a small number of grantees.  The goals of the pilot test will be to test various
measures and procedures, as well as to learn more about the best strategies to account for varying
saturation levels and operational complexities that exist across different communities with respect
to both Head Start programs and other available care options for low-income children.  As
information is gathered from the pilot test, there will be two specific occasions to review this
information and make any appropriate modifications to the design of the full study:  early Fall
2001 and early Summer 2002.
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Assessments and interviews will be done with the children, parents, Head Start staff and non-
Head Start providers.  Data collection for the main study is scheduled to begin in the Fall of 2002
and continue through 2006, following children through the Spring of the child's first grade year.
The multifaceted data collection includes interviews with parents, child assessments, surveys with
Head Start and other care providers and teachers, direct observations of the quality of different
care settings, and teacher ratings of children.

Data collection will include the following:  Individual child data in the areas related to school
readiness, such as physical well-being and motor development, social and emotional
development, approaches to learning, language usage and emerging literacy, cognition and
general knowledge; parent information pertaining to parenting practices, family resources and
risk factors, demographic and socio-economic data, and family structure; information on
structure, process, and quality of Head Start, child care, and school settings through first grade;
and community level data relating to the availability and means of formal and informal family
support services.
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1. Research Design Overview

1.1 Study Background

Head Start provides comprehensive early childhood development services to low-income
children, their families, and the communities in which they reside. Over the last decade the
program has experienced significant growth, particularly as greater attention has been paid to the
need for early intervention in the lives of low-income children. In fact, the recent FY2001 budget
agreement included an increase of $933 million for Head Start, for a total annual funding of $6.2
billion. Along with this growth have come initiatives calling for improved outcomes and
accountability. Head Start is not, however, alone in this—in an era of fiscal constraints, all
Federal agencies are being challenged to demonstrate program results, not simply report on
program staffing and processes.

During this rapid expansion of Head Start, the U.S. General Accounting Office (GAO) released
two reports underlining the lack of rigorous research on Head Start’s effectiveness, noting in the
1997 report that “...the body of research on current Head Start is insufficient to draw conclusions
about the impact of the national program.”1 The 1998 report added, “...the Federal government’s
significant financial investment in the Head Start program, including plans to increase the number
of children served and enhance the quality of the program, warrants definitive research studies,
even though they may be costly.”2

Based upon the GAO recommendation, and the testimony of research methodologists and early
childhood experts, Congress mandated through the 1998 reauthorization of Head Start that the
Department of Health and Human Services (DHHS) determine, on a national level, the impact of
Head Start on the children it serves. In October 2000, DHHS awarded a contract to Westat, Inc. in
collaboration with The Urban Institute, the American Institutes for Research, and Decision
Information Resources to conduct this research study.

Research Goals and Objectives

According to a report by the Advisory Committee on Head Start Research and Evaluation,3 the
Head Start Impact Study is intended to answer two overarching research
goals or objectives :

§ “What difference does Head Start make to key outcomes of development and learning
(and in particular, the multiple domains of school readiness) for low-income children?”

§ “Under what circumstances does Head Start achieve the greatest impact? What
works for which children? What Head Start services are most related to impact?”

                                                

1 U.S. General Accounting Office (1997). Head Start: Research Provides Little Information on Impact of Current Program.
Washington DC: Author.

2 U.S. General Accounting Office (1998). Head Start: Challenges in Monitoring Program Quality and Demonstrating Results.
Washington DC: Author.

3 Advisory Committee on Head Start Research and Evaluation (1999). Evaluating Head Start: A Recommended Framework for
Studying the Impact of the Head Start Program. Washington, DC: US Department of Health and Human Services.
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The first study goal can be broken down into the following two research questions:

1. What impact does Head Start have on children’s: physical well-being and motor
development; social and emotional development; approaches to learning; language
development and emerging literacy; and, cognition and general knowledge?

2. What impact does Head Start have on parental practices that contribute to children’s
school readiness?

The second goal of the study will involve an examination of various factors that may be related to
higher (or lower) program impacts, i.e.:

How do program impacts vary among….

1. different types of children, e.g., gender, race/ethnicity, age cohort (3- vs. 4-year olds),
presence of disabilities?

2. children from different home environments, e.g., family composition, income, parental
practices related to school readiness?

3. grantees/delegate agencies with different characteristics, e.g., overall program “quality,”
center- vs. home-based services, part- vs. full-day services, grantee auspice, a 1- vs. 2-
year program of services, group size and child-adult ratio, staff characteristics, teacher-
child interactions, and the program’s “instructional focus?”

4. different types of childcare and preschool environments, e.g., the availability and quality
of alternative care settings, and state and local government resources for, and regulation
of, childcare and “Head-Start-like” preschool education programs?

1.2 Overall Research Design

As noted above, the primary purpose of this study is to determine whether Head Start has an
impact on participating children, and if so, if impacts vary as a function of the characteristics of
children, their families, Head Start grantees/delegate agencies, and their environments. By impact
we mean the difference between outcomes observed for Head Start participants and what would
have been observed for these same individuals had they not participated in Head Start.

The key question, then, is how do we determine what outcomes would have been observed if the
children had not participated in Head Start? In many studies, researchers have used a variety of
methods to construct a participant-like comparison group, but even the best attempts at this have
significant drawbacks primarily related to what evaluators call selection bias, i.e., the extent to
which program participants are determined, or selected, by a process that makes them different
from non-participants on factors that are often difficult to measure but that lead to different
outcomes independently of the Head Start treatment.

To avoid such difficulties, Congress and the Advisory Committee on Head Start Research and
Evaluation (1999) recommended the use of a randomized research design for the Head Start
Impact Study. As such, the study will involve the selection of a sample of Head Start applicants
who will then be randomly assigned to either a treatment group (these children and their families
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will receive Head Start services) or to a control group (these children will receive other available
services selected by their parents). Under this randomized design, a simple comparison of
outcomes for the two groups yields an unbiased estimate of the impact of the treatment
condition—for example, the effect of Head Start on children’s social and emotional school
readiness.

The advantage of this research design is that if random assignment is not severely compromised
by either the individuals in the study (e.g., high rates of “no shows,” treatment group members
who do not enter the program, and “cross-overs,” control group members who manage to obtain
Head Start services), or by grantee/delegate agency staff (e.g., using other criteria rather than
random assignment to decide which individuals do and do not receive services), program
participants should not differ in any systematic or unmeasured way from non-participants. More
precisely, there will be differences between the two groups, but the expected or average value of
these differences is zero (i.e., selection bias is removed by random assignment).

Within this framework of a randomized study design, the project must meet three requirements:

§ The study must produce internally valid estimates of the impact of Head Start on the
children of low-incomeeligible families relative to what they would have received in the
absence of Head Start. The counterfactual will, however, involve a comparison to
alternative types of services available in their respective communities rather than to “no
services,” since parents of children assigned to the control group will be free to choose
their own locally-available care arrangements.

§ The study should strive for high external validity. That is, the resulting impact estimates
should, to the extent possible, represent the average national impact of the program on
children served.

§ The study should also include an assessment of the variation in impact estimates for
different types of children, and for different types of grantee/delegate agency
characteristics and contextual circumstances.

These three requirements impose competing demands on the study design task. For example, a
design that provides strong internally-valid estimates of program impact may not be the optimal
design for examining how those impact estimates vary across a variety of grantee/delegate agency
characteristics. As a consequence, the design task for this project demands that a number of trade-
offs be made so that questions focusing on overall program impact can be reliably answered (i.e.,
does the program “work?”), while at the same time allowing for the ability to explore questions
about where and for whom it “works” best.  Therefore, the Advisory Committee recommended a
pilot test to gain additional knowledge regarding any possible design option that would be
proposed.  The current study proposes a pilot test beginning in the Spring of 2001, and running
somewhat parallel with the initial recruitment of sites for the full study (in which full
implementation – recruitment and random assignment of the main sample of families won’t occur
until the Summer of 2002).  The proposed sampling plan for the full study is first described
below, followed by a description of the proposed pilot plan.  The timing of these early study
activities will allow multiple opportunities to take advantage of knowledge gained from the pilot
or early recruitment of sites for the main study to modify or further refine the study design, as
necessary.
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The remaining sections of this paper describe how we plan to select the study samples of
grantees/delegate agencies and children, conduct a pilot test, recruit study participants, conduct
random assignment, define and collect outcome measures, and conduct the impact analyses.
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2.  Sampling Plan

2.1 Steps in Sample Selection

As outlined in the legislative mandate, the Head Start Impact Study must provide “…a national
analysis of the impact of Head Start” based on the selection of Head Start grantees/delegate
agencies that “…operate in the 50 states, the Commonwealth of Puerto Rico, or the District of
Columbia and that do not specifically target special populations.”  The Advisory Committee
defined Head Start as those comprehensive programs that are required to meet the full range of
Performance Standards and are regularly monitored against these standards.  The current study
design proposes to include all relevant programs meeting these criteria and that receive at least
some Federal Head Start funds.4

Furthermore, the Advisory Committee recommended that the sample of Head Start
grantees/delegate agencies must reflect variation in a variety of characteristics including, “region
of the country, race/ethnicity/language status, urban/rural, and depth of poverty in communities,”
and “…design of program as a one-year or two-year experience for children; program options
(e.g., center-based, home-based, part-day, full-day); auspice (e.g., Community Action Agency,
public school, non-profit organization); community-level resources; alternative childcare options
for low-income children; and, the nature of the childcare market and the labor market in the
community studied.”  In this section,  a 10-step plan for selecting the study sample is presented to
meet these joint requirements of national impact estimates and an assessment of the variation in
program impacts. Exhibit 1 provides a summary of the planned sampling approach

Step 1:  Include all Head Start Grantees/Delegate Agencies and Children

The Advisory Committee discussed several different possible options for selecting sites.  The
current study design proposes one of these options, a stratified national sample (limited
replacement also will be utilized, as necessary).  The sampling strategy begins with the
legislatively-mandated requirement, under the first study goal, to have a national impact estimate
that is representative of grantees/delegate agencies operating in all 50 states, the Commonwealth
of Puerto Rico, or the District of Columbia and that do not specifically target special populations.
As such, we have elected to incorporate several initial exclusions that can be defined at the outset
of the sampling process5:

§ grantees/delegate agencies serving migrant children;

§ Head Start programs operated by Tribal Organizations;

§ as children enrolled in Early Head Start (i.e., those younger then 3 years of age); and,

                                                

4 In the limited number of cases of control children being enrolled in Head Start programs that are fully state-funded, the analysis
section describes the approach for making the appropriate statistical adjustments to the impact estimates.

5 Several other exclusions are discussed below which cannot be easily defined in advance for the universe of Head Start
grantees/delegate agencies and children.
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Exhibit 1:  Overall Plan For Sample Selection

§ 

All FY1999-2000 Head Start Grantees And Delegate Agencies (DAs) In All 50
States, DC, And Puerto Rico.

Exclude “new,” migrant, Tribal Organization, and Early Head Start children served by
grantees/delegate agencies.

Create Geographic Grantee Clusters (GGCs).
In general, a minimum of 8 grantees/DAs per cluster.

Group Clusters Into 25 Strata.
Use state pre-K and childcare policy, race/ethnicity of Head Start children served,

urban/rural location, region, and percent below poverty. Select 1 cluster per strata with
probability proportional to size (using Head Start “actual enrollment” for 3-4 year olds).

Determine “Eligible” Grantees/DAs In Each Cluster.
 Exclude those substantially out of compliance with Head Start Performance Standards,
those that are under-capacity, and those that are “saturated” (have very few unserved

children in the community). Data to come from telephone calls to Head Start Regional
Offices, all grantees/DAs in the selected clusters, and other key informants.

Recruit Grantees/Delegate Agencies For The Study.

Participating grantees (N=70 est.) Non-participating grantees (N=5)

Select Centers And Newly Entering Children
Select a total of 225 centers, and select and
randomly assign: 3-year olds—1,882 Treatment;
1,255 Control; 4-year olds—1,524 Treatment;
1,017 Control. On average, 48T and 32C per
grantee/DA. (Exclude a limited number of “high
risk” children.)

Obtain Data On Non-
Participating Sites

Select 3 centers per grantee/DA
(N=15), and an average of 6
Head Start children/center.
Also use FACES data to

examine under-capacity and
“saturation” sites.

Stratify And Select Grantees/DAs.
 Use data on grantee/DA characteristics including local contextual variables (up to 2

stratifiers). Randomly select 3 grantees/DAs per cluster (N=75).
(Exclude FACES  study sites.)
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§ as recommended in the Advisory Committee report (1999), grantees/delegate agencies
that are extremly new to the program because they may not represent stable Head Start
operations due to normal early startup problems.6

The starting point for creating this initial population of Head Start grantees/delegate agencies will
be the 1999-2000 Program Information Report (PIR) database maintained by ACYF.
Migrant,Tribal Organization grantees/delegate agencies can be readily identified from this
database, and “new” programs will be identified as those grantees/delegate agencies that were
listed in the 1999-2000 PIR but which were not listed in the 1998-1999 PIR (i.e., eliminating
grantees/delegate agencies that were in operation for approximately less than two years). Early
Head Start children will be identified and excluded once the sample of grantees/delegate agencies
has been selected (see below).

Step 2: Create Geographic Grantee/Delegate Agency Clusters (GGCs)

Once the initial list of Head Start grantees/delegate agencies has been assembled, we will cluster
grantees/delegate agencies based on their geographic proximity, and subsequently select a sample
of geographic grantee clusters (GGCs). We have elected to initially select clusters of
grantees/delegate agencies—rather than selecting a simple random sample from the PIR list— to
reconcile two competing needs:

§ The Need For a Large Sample of Grantees/Delegate Agencies: One of the major
research objectives involves the determination of “what works best for whom.” This
requires larger samples of grantees/delegate agencies than would otherwise be needed to
answer the first major research question—“what is the national impact of the Head Start
program.” That is, knowing what works best requires having a sufficient number of
diverse grantees/delegate agencies, not just simply large  samples of children, covering
the range of dimensions along which Head Start services may vary and that have
consequences for participating children.

§ Logistical Constraints: The random selection of more grantees/delegate agencies means
collecting data in more communities and this can both increase costs and potentially
decrease the quality of the data. That is, maintaining the integrity of random assignment,
and ensuring the collection of high quality data, requires close “hands on” and frequent
interaction with local Head Start staff. To address this need, the plan is to assign a local
site coordinator to manage the ongoing study activities in each of the selected clusters.  If
we were to disperse the sites more broadly, the cost of hiring and training the requisite
number of coordinators would be prohibitive. The potential benefits of dispersing sites
does not, in our view, outweigh the effective and efficient approach of coordinating a
data collection effort that requires a hands-on approach.

                                                

6 "New" grantees are those that have been fully operational for at least 3 years at the time of sampling.  Additionally, all grantees, not
just the relatively new grantees must meet the criteria of not being "severely out of compliance", which will be discussed later.
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Our first step in this process will, therefore, use the PIR data to determine, for each county in the
country, the number of grantees/delegate agencies with business addresses in the county and the
actual number of 3-4 year old Head Start children they serve.7 In some cases a grantee/delegate
agency will have centers in more than one county. If such an agency is selected for the study
sample, we will include in the sample all of the centers and children served by the
grantee/delegate agency. This will increase travel costs somewhat, but will ensure full coverage
of centers and grantees so that we have known probabilities of selection for all centers and
children—this is important because we will eventually “weight up” our impact estimates to
national averages.

Each county in the United States that contains one or more grantees (and, as a consequence, each
Head Start program and participating child) will be included in one of the created grantee
clusters. However, we have set a minimum size of eight (8) grantees/delegate agencies per cluster
to ensure that we have a sufficient number to meet our plan of selecting an average sample of
three (3) grantees/delegate agencies per cluster (see below). 8

Very small grantees/delegate agencies pose a particular difficulty, in that it will be difficult, if not
impossible, to reach the desired sample size of centers or children for the smallest cases.
Consequently, we will combine each grantee/delegate agency with fewer than 90 total three and
four year old Head Start children (as reported in the PIR database9) with another grantee/delegate
agency in the same county if possible or in an adjacent county. Small grantees/delegate agencies
will be combined with either another small grantee/delegate agency or with a “large”
grantee/delegate agency. Such combinations can also involve multiple “small” grantees/delegate
agencies if needed to meet the minimum criterion of at least 90 children.  There are only
relatively few small grantee/delegate agencies.  Ninety percent of them are estimated to have 76
or more enrollees, and seventy-five percent have more than 154 enrollees.  The median size is
291, while the mean size is 458.

The actual cluster formation will be done using a proprietary Westat computer algorithm that
combines counties into clusters so as to minimize the largest possible distance between any two
points within the GGC. For example, the program first looks at combining county A with
adjacent county B and using latitude/longitude information calculates the greatest distance
between any two points in the two counties. This process is repeated for other adjacent counties
that, together with county A, provide at least eight grantees/delegate agencies. Because many
counties do not have a “resident” grantees/delegate agency (although children may be served by
Head Start centers) the formation of clusters will, in some cases, require combinations of non-
adjacent as well as adjacent counties. In these situations, clusters will be formed by hand. All
cluster formations will be reviewed before proceeding to the next step in the sampling process.

This plan will ensure that each Head Start grantee/delegate agency and participating child has a
known probability of selection into the study sample, and—at later points in the sampling
process—that the probabilities will be approximately the same for each child.

                                                

7 Addresses of individual Head Start centers are not available from a national data source for use in forming clusters; “actual
enrollment” of 3-4 year olds is used which includes children who have been enrolled for any length of time including drop-outs. The
small number of 5-year olds will also be included in this count.

8 In a few cases, where the geographic area for a GGC is very large (over 500 miles), we will permit a maximum of 7
grantees/delegate agencies in a cluster. Where possible, we have also taken into account physical boundaries (e.g., mountains, rivers)
that would make data collection infeasible in the creation of clusters.

9 All enrollment data figures are the “actual” data as reported in the PIR.
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Step 3: Stratify the Sample to Ensure National Program Representation

The next step in the process will be to combine the GGCs into a total of 25 strata, each stratum
having approximately the same number of 3- and 4-year old Head Start children across the
clusters it contains. Equal-sized strata will ensure that all Head Start children in the nation have
an equal chance of inclusion in the sample when, at a later step in the process, we pick a single
GGC—with probability proportionate to size—to represent each stratum. Four (or possibly five)
variables will be used to create the cluster stratification:

§ State Policy Environment — two (2) groupings of states will be created according to
whether the state has Head Start-like programs (prekindergarten programs that follow the
comprehensive quality requirements of the federal Head Start performance standards).10

We will classify GGC’s that cross state boundaries according to where the majority of
children served by Head Start reside.

§ The Race/Ethnicity Distribution Of Head Start Children In The Cluster — the PIR data
will be used to sort GGCs into the following three categories: (1) high-Hispanic, (2) high-
African-American, but not high-Hispanic, and (3) all Other. The “cut points” for defining
the appropriate strata breaks (i.e., the definition of “high”) will be determined empirically
from the actual GGCs that are formed in Step 2. The cut-points may, however, vary
within the groupings of state policy environment (e.g., “high-Hispanic” may be defined
differently for states with no “Head Start-like”programs than for states with Head Start-
like programs).

§ Urban vs. Rural Location — the PIR data will also be used to sort GGCs into three (3)
groups defined by the percent of Head Start children who reside within a Census
Metropolitan Statistical Area (MSA).  The category with the most Head Start children is
expected to be those clusters that Fall entirely within MSAs.  The remaining GGCs will
be split into “medium” and “low” concentrations within MSAs.  The “cut points” for
determining medium and low will also be determined empirically from the actual GGCs
that are formed in Step 2, and may again be defined differently for different strata.  For
example, in some of the strata, most of the Head Start children may reside in MSAs, so
that only two categories, all MSA and not all MSA, will be possible.

§ Census Region – where strata formed by the previously described variables are large
enough for the sampling of more than one GGC, the four Census regions will be used as a
further stratification variable. (Depending on the distribution of clusters, we may elect to
do implicit stratification for regions through sorting of the GGCs rather than explicit
stratification.)

§ Percent Below Poverty – it may not be possible to use more than the four previously
discussed stratification variables.  If however, there are one or two large categories
formed by the four variables, we will consider the use of percent poverty (either of
children under 5 or of the total population) as a final stratification variable.  GGCs will be
classified as being high or low poverty geographic areas.

                                                

10 Data to define these strata were obtained from Children’s Defense Fund (1999), Seeds of Success report .
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These characteristics will be used to form exactly 25 strata consisting of approximately equal
numbers of Head Start children. The specific plan for how the actual strata will be formed will be
developed after the cluster formation has been completed and we have an opportunity to examine
the distribution of cluster characteristics. For now, the general plan is as follows: (1) define two
groupings of states based on the contextual environment of the state; (2) within each state
grouping, stratify GGCs into about three racial/ethnic categories as described; (3) stratify GGCs
into about three urban/rural location groupings as also described above (again, combining cells
where necessary); and, where possible, (4) stratify on the basis of Census region and percent in
poverty.

This type of stratification is commonly used to increase the precision of the national impact
estimates, and to ensure that the sample represents the nation and is diverse along the dimensions
that define the strata. This stratification is not done to give grantees/delegate agencies in
particular strata higher probabilities of selection than those in other strata, or to ensure reliable
sample estimates for each stratum. The stratification is only for the purpose of controlling the
diversity of the sample while ensuring that we end up with: (1) a national sample of Head Start
grantees/delegate agencies; (2) a national sample of Head Start participants; and (3) a sample that
has a sufficient number of observations in the key analytical domains (e.g., to allow analysis of
the variation in program impact among communities with different levels of availability of Head-
Start-like programs for low-income children).

Thus, the study sample will provide variation in the important contextual factors that are likely to
affect the program’s impact as well as site-to-site variation in outcomes, thereby ensuring more
reliable national estimates of program impact. (Further controls over site selection will be used, as
discussed below, when individual grantees/delegate agencies are sampled to more extensively
capture variation in program characteristics and the childcare and pre-school education service
context.)

Step 4:  Select Sample of Geographic Grantee Clusters (GGCs)

Once the strata are formed, we will select one GGC from each of the approximately 25 strata with
probability proportional to the total Head Start enrollment of 3- and 4-year olds in the GGC.11 In
the unlikely event that we are unable to obtain at least two or three eligible and participating
grantees/delegate agencies from a GGC, we will select a replacement GGC from the same
stratum.

Our decision to sample a total of 25 clusters for the primary study sample is based on a  tradeoff
between two competing demands — while clustering reduces costs and can improve our ability to
control both random assignment and data quality, clustering also increases the variance of the
impact estimates (i.e., leading to larger confidence intervals around the estimated program
impacts). Unfortunately, the information needed to make precise calculations of the optimal
number of GGC’s does not exist a priori. However, based on our previous experience with
similar studies (e.g., FACES, ECLS-K) we have determined that the optimal number of sampled
grantees/delegate agencies is about 50-80, and that the optimal number of sample clusters is in the
                                                
11 Selecting GGCs proportional to size is done to give clusters within each strata with more Head Start children a higher chance of
being selected because we want an approximately equal sample size of Head Start children from each selected GGC, as well as
approximately equal probabilities of inclusion for all Head Start children in the nation. This can be best achieved if greater weight is
given to larger clusters because they should represent a greater proportion of the overall average program impact than very small
areas. To make up for this greater weight given to larger concentrations of Head Start children, the sampling rate for children will be
set lower in larger clusters at a later step in the sampling. If larger areas were not given greater weight at the point of selecting clusters,
the number of sampled children within each selected larger cluster would have to be very high.
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range of 19 (with about 4 grantees sampled per cluster) to 50 (with 1 grantee sampled per cluster).
We have selected 25 sample clusters, with 3 grantees/delegate agencies12 (for a total of 75
grantees/delegate) as a reasonable estimate of the optimal sample size. In our judgment, a
reduction in the number of sample GGCs much below 25 would lead to large increases in
variance; alternatively, an increase in the number of sampled clusters much above 25 would
likely result in only modest variance reductions and larger relative impacts on cost and the quality
of data collection.

Step 5: Identify Grantees/Delegate Agencies Eligible For The Study

As described above, the 25 sample GGCs will consist of at least eight grantees/delegate agencies.
However, some of these grantees/delegate agencies are not eligible to participate in the
randomized study, as recommended in the Advisory Committee report (1999). These exclusions
could not be implemented as part of “Step 1” because they require information that is not
centrally available for all Head Start grantees/delegate agencies. Specifically, we will exclude:

§ “…sites that are out of compliance with Head Start standards;” and

§ “…sites where Head Start saturates the community (i.e., where there are not enough
unserved children to permit random assignment of a sufficient number of children to an
unserved control group).”

The first group of grantees/delegate agencies that will be excluded—those that are substantially
out of compliance—will be those that have deficiencies that are so serious as to warrant closure.
We are not excluding “low quality” programs, as we want to include the full range of the
program’s current operations. Rather, we will only exclude those grantees/delegate agencies that
do not represent even the minimally acceptable level of operation. These out-of-compliance
grantees/delegate agencies will be identified through conversations with the respective Head Start
Regional Offices using a standard protocol to be developed in cooperation with the Head Start
program monitoring staff. At a minimum, the criteria will include any program on a quality
improvement plan (QIP) or formally designated as “high risk” by the regional office13.

With regard to the second group of ineligible grantees/delegate agencies, there are actually three
categories of program capacity that are relevant to this study:

§ grantees/delegate agencies that are operating in a saturated environment, i.e., those that
both have most or all of their available slots filled and are serving all of the children in
the community who are eligible for, and wish to attend, Head Start;14

§ grantees/delegate agencies that are operating approximately at full capacity but not in a
saturated environment, i.e., those that are serving all of the children that they can

                                                

12 Throughout the remainder of this paper we use the term grantee/delegate agency but, in fact, because we will (as noted above)
combine small grantee/delegate agencies, a single sample selection may include a group of two or more grantees/delegate agencies.

13 It should be noted that as a result of the ongoing, annual monitoring of 1/3 of the total number of grantees per year, it is likely that a
small number of additional grantees subsequently will be placed on quality improvement plans or designated as "high risk" by the
regional office.

14 There may be situations in which the definition of a saturated community will take into account State Head Start programs that are
not already included in the set of federally-managed Head Start programs.
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serve within their current capacity, but where there are more eligible children in
the communities than the agencies can accommodate; and,

§ grantees/delegate agencies that are operating substantially under-capacity, i.e., those that
have more available slots than they have enrolled children.

Grantees/delegate agencies in the third category will be determined after thorough exploration of
the possible reasons for their being substantially under-capacity and how that may relate to the
characteristics of the unserved population in the community or other operational issues related to
their not reaching full enrollment.

The Advisory Committee has recommended that grantees/delegate agencies operating in saturated
communities be excluded from the study because it would be unethical to deny services when the
grantees/delegate agencies are capable of providing Head Start benefits to all eligible children
who apply.  The second group of “full capacity grantees/delegate agencies in non-saturated
communities” will be considered eligible to participate in the study. 15 The final group should also
be excluded, as noted in the Advisory Committee report (1999), because there are unlikely to be
sufficient numbers of possible control group children to support an adequate experiment.
Information obtained from the pilot test will help clarify the issues and further guide decision-
making.  However, before deciding to exclude grantees/delegate agencies on this basis, we will
work with ACYF and local program staff to determine if efforts could be implemented to expand
local recruitment and enrollment to both fill available slots and provide sufficient numbers of
children to provide the desired control group, without requiring any fundamental changes to the
operations of the program.

From a sampling perspective, it is important to characterize all of the grantees/delegate agencies
in the selected 25 GGCs along the two dimensions described above, and to obtain some basic
descriptive information about the excluded (i.e., ineligible) grantees/delegate agencies. The latter
information will be important later during the analysis as a way to demonstrate the external
validity of the estimated program impacts, and—if face validity is not as apparent as it might
be—to identify where the study findings might be vulnerable to later criticism.

To collect the required information, study staff will call the respective Head Start Regional
Offices, as well as each grantee/delegate agency in the 25 sampled clusters, and go through an
established protocol of questions with each designated respondent. In addition, study staff will
contact other agencies in the selected clusters that may be able to shed some light on the issue of
grantee/delegate agency capacity including State pre-K directors and local Resource and Referral
Agencies. The combined information will be used to make the necessary determinations of
grantee/delegate agency eligibility for inclusion in the study.

                                                
15 Although no reliable data currently exist to divide operating grantee/delegate agencies into these three categories, our analysis of
PIR data indicates that out of the 1,914 grantee/delegate agencies included in the FY1999 PIR, about 11 percent are under-capacity
(i.e., 20% or more unfilled slots), and that the remaining 89 percent are at or above capacity (i.e., above 95% of funded enrollment).
This gives us confidence that the “under-capacity” and “saturation” exclusions will be relatively small, and that we will be focusing
the study on the vast majority of Head Start grantees/delegate agencies.  Special analyses of “saturation” grantees/delegate agencies
will also be conducted on a non-experimental basis (see below).
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What Does Full Capacity Mean in Practice?

A grantee/delegate agency does not have to be much over capacity to be eligible for inclusion in
the Head Start Impact Study. As will be discussed below, our proposed sampling of Head Start
children from many different grantees/delegate agencies, and their disproportionate assignment to
the treatment group, requires that grantees have an eligible unserved population from which a
control group can be drawn that represents about 7 percent of current total enrollment for an
average grantee/delegate agency (distributed across an average of 3 centers per grantee/delegate
agency).  This is a very modest requirement in the average site which, we believe, will eliminate
very few at-capacity grantees/delegate agencies—just those that currently serve almost all of their
potential eligibles, and as such, imply only a small extension to the below-capacity group
excluded from the experiment. We plan to assess the extent of non-representativeness in the
experimental sample caused by this step in the selection process using data from the ongoing
FACES study, as described in the Analysis Plan below.

Step 6: Select 75 Grantees/Delegate Agencies

Once we have completed Step 5, we will have identified a pool of grantees/delegate agencies
within each of the 25 clusters that are eligible for inclusion in the study. This group of
grantees/delegate agencies will be representative of Head Start grantees/delegate agencies
nationwide that meet the criteria that we have established. The next step in the sampling
process will involve the selection of an average of three grantees/delegate agencies from within
each of the 25 GGCs for a total of 75 grantees/delegate agencies that will be subsequently
recruited for the study.

The clusters, as described above, will have been selected in a way that provides diversity along a
variety of dimensions that will be important for this study.  This is not automatically the case for
the eligible  grantees and delegate agencies, however.  Removal of the “saturation”
grantees/delegate agencies may skew the distribution, leaving a set of options that do not meet the
diversity goals of cluster stratification so well.  We will, therefore, need to check at this point that
a sufficient number of Head Start children remain in each of the categories defined by the original
25 strata, by race/ethnicity, urbanicity, and non-Head Start policy contexts.  It is possible, for
example, that Hispanic children in urban environments with few “Head Start-like” program
alternatives will be served disproportionately by “saturated” grantees and delegate agencies and,
hence, under represented in the pool of eligible children.  This does not necessarily mean that the
eventual sample of children—consisting of a subset of the children served by eligible
grantees/delegate agencies (see below)—will contain too few cases of this sort, but it does
increase the odds of such an outcome.  To guard against this hazard, we will check whether the
drop-off in the number of eligible children in any stratum creates a serious risk that the final
sample of children will contain too few observations for that cell.

Two further factors will need to be checked at this point: the total number of Head Start children
in each cluster, and the division of participating children between 3-year-olds and 4-year-olds
across the entire sample.  With regard to total numbers, it is possible that one or more of the
selected GGCs will contain too few eligible grantees/delegate agencies to yield the desired
sample size once “saturation” grantees/delegate agencies are removed.  Or it may be that the total
number of eligible children is adequate but the distribution by age is skewed (since not all
grantees and delegate agencies provide both  1-year and 2-year programs, or do so in balanced
proportions).  As with the cluster stratifiers, checks of the adequacy of the pool of “served”
children by age (in eligible grantees/delegate agencies) will be conducted in the aggregate, across
all the eligible grantees/delegate agencies in the 25 clusters.  As long as each subgroup is present
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in sufficient numbers somewhere  in the pool, the overall diversity goals of the sample will be
met.

All of these checks relate to the children who could be selected into the sample once
grantees/delegate agencies are chosen, not the smaller number eventually selected.  Our
opportunity to address potential sample shortfalls exists only at this early, “pre-selection” stage if
we are to maintain known probabilities of selection for all children.  Once specific grantees and
delegate agencies are chosen on a probabilistic basis, additions or adjustments to the sample
would reflect responses to the particular sample traits encountered, a step that alters the overall
probability of selection for a given child in an unknown way.  Adjustments made prior to
selection of grantees/delegate agencies can be accommodated by adjustments in the analysis
weights.  Several adjustment strategies can be considered for “customizing” grantee/delegate
agency selection, including sampling more than 3 grantees/delegate agencies from a particular
cluster or over-sampling certain types of grantees/delegate agencies based on the number or
composition of the children served.  The goal here is to reinstate the mix of children chosen when
sampling clusters to the set of children likely to be selected when sampling eligible
grantees/delegate agencies.

Depending on the demands of the “reinstatement” process, as described above, we may also be
able to stratify eligible grantees/delegates before they are sampled.  But at most we will have the
ability to incorporate two new stratification variables at this point because of the number of
grantees/delegates being selected.  One possibility is to attempt to further increase the
geographical clustering of the sample within each GGC. For example, suppose a sampled GGC
consisted of grantees/delegate agencies spread throughout the state of Montana.  Subject to the
availability of a sufficient number of eligible grantees/delegate agencies, a methodology could be
set up with a good chance of selecting either three grantees in the eastern portion of the state or
three grantees in the western portion of the state.

Where we are less concerned about the geographic dispersion of the sample, we will employ
stratification16 on other factors, selecting from a broad range of possible grantee/delegate agency
characteristics:

§ From the PIR, the information available will include the characteristics of participating
children by family income); and key grantee/delegate agency structural variables such as
auspice and number of children served by program option (e.g., part- versus full-time,
center- versus home-based).

§ This administrative data can be augmented with contextual data on local pre-kindergarten
and childcare services that will be collected as part of the phone calls to the
grantees/delegate agencies and regional and state offices that were discussed above under
Step 5, or through the use of other available data sources (e.g., local childcare resource
and referral agencies). For example, although this is an empirical question, it is possible
that Head Start grantees/delegate agencies operating in “resource poor” communities
(where there are few available non-Head Start options) may have relatively larger
program impacts, than those in communities where there are a variety of high-quality
alternatives to Head Start available for low-income children. This expectation is because

                                                
16 We will likely employ “implicit” rather than “explicit” stratification for this step. In implicit stratification, grantees/delegate
agencies will be sorted by the selected stratification variables, and we will then select a systematic sample from the sorted list  based
on an “every Xth case” selection rule
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of a realization that the more control group children receive services closely aligned with
those provided through Head Start, the lower the chance that Head Start services will
have a differential impact on child outcomes.

Because this is an important step in the sampling process, and depends on the need to restore
balance in the sample once “saturation” grantees/delegate agencies are removed, we have decided
to defer a final decision on the specific variables that will be used for within-cluster stratification
until we have an opportunity to assess the degree of variation in the possible characteristics across
the eligible grantees/delegate agencies in the selected clusters. This will allow us to empirically
determine which characteristics will be adequately represented through random selection alone,
and which will require “customized” sampling approaches and/or the controls provided through
stratification.

Once we have created appropriate within-cluster strata and sampling methods, 75
grantees/delegate agencies will be selected accordingly, wherever possible using
probabilities proportional to size  (where the measure of size is the “actual” number of enrolled
3- and 4-year olds from the PIR). Thus, in most instances, the probability of being selected will
be proportional to the overall size of the grantee/delegate agency. This does not exclude small-
and medium-size grantees/delegate agencies, but rather—once child sampling probabilities are set
inversely proportional to grantee size—we will have equal probabilities of selection for each
child and, at the same time, approximately equal sample sizes across grantees. (As noted above,
grantees with very few children will be paired with another grantee and sampling will be done for
the pair, so as to ensure an adequate sample size of children.)

A final step in the selection of grantees/delegate agencies will be to, at the request of ACYF,
minimize the sample overlap with the Head Start Family and Child Experiences Survey
(FACES). Because no grantee had more than a 0.25 probability being selected in the FACES
sample, we can statistically exclude them from the experimental study sample.17

Step 7: Recruit Sites For The Study

Site recruitment, described in more detail below, will be an intensive effort that is expected to
result in relatively few refusals or exclusions at the grantee/delegate agency level. But this is, of
course, an empirical question that will be a major part of a decision to be made at the end of the
recruitment process, in conjunction with information derived from the pilot study, to decide
whether it is worthwhile to continue with the study as is, or to consider further refinements.
Neither we, nor anyone else, can say with any confidence what fraction of selected
grantees/delegate agencies will agree and be able to participate in the study, although the pilot
study is expected to not only reveal a number of unanticipated challenges, but also help to
develop various strategies to overcome some or all of these such challenges.  Of course, even if
we are unsuccessful in our efforts to recruit a nationally representative sample for the randomized
research design, ACYF could still decide to proceed with the recruited sites to address the impact
of Head Start in multiple settings (i.e., the “medical model” discussed by the Advisory
Committee), as well as the research questions under the second study goal — assessing variation
in program impacts — which also do not necessarily require a nationally representative sample.

                                                

17 To eliminate bias that would normally result from such an exclusion, a weight adjustment will be made to account for the
probability that a grantee was selected for FACES. For example, if a grantee had a 0.2 probability of selection for FACES, was not
selected for FACES and was selected for this study, then it would be given a weight adjustment of 1/0.8.
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Even under this perspective, the question arises of “how many participating grantees are needed
to make the study worthwhile?” In our view, and this is the subject of the eventual feasibility
decision, a 70-percent “participation rate” among selected grantees/delegate agencies (i.e.,
inclusion of about 50 grantees/delegate agencies in the study out of a target of about 75) would be
acceptable for continuing, barring any systematic pattern of non-participation (e.g., all of the
large urban grantees/delegate agencies refuse or are otherwise unable to participate). Under such
circumstances, we would expect such study results to encompass a large enough range of relevant
grantees/delegate agencies to support national impact estimation, and would be adequate for the
“what works for whom?” research questions.

Replacement Sites

We will replace grantees/delegate agencies that are unable or unwilling to participate, only to
maintain the sample sizes needed to support important sub-group analyses.  For example,
because we want to assess the extent to which program impacts vary as a function of the
availability of Head-Start-like services in the community, we need to ensure that we have a
sample that can support this type of analysis. However, apart from the need to restore sample
sizes for certain key subgroups, it is not worthwhile to expend resources replacing the kinds of
grantees and delegate agencies we can never bring into the study (non-participating programs)
with more sites of the type already included in the study (those programs among the original
selections that are willing to do random assignment).

We do, however, believe it is important to acknowledge what is missing from the study—sites
unable or unwilling to conduct random assignment—and look at the ramifications of non-
participation directly. Thus, we plan to adopt a three-pronged strategy in response to potential
sample loss through grantees' inability to conduct random assignment:

§ implement procedures to maximize the participation rate in the originally-selected
sample, including strategies derived from the pilot study experiences (see the following
discussion);

§ use replacement where necessary to ensure that a sufficient number of Head Start
grantees/delegate agencies and children are included in the sample to hit our targets for
sample size and variety of program and participant types and settings; and,

§ collect data and conduct extensive analyses on the “lost” grantees to gauge the potential
degree of “non-participation bias” in the impact estimates generated from the
grantees/delegate agencies where random assignment is implemented.

With regard to the last point, we plan to implement the proposed measurement battery with a
sample of Head Start children attending centers under the direction of up to five of the non-
participating grantees/delegate agencies (see the separate discussion of Data Collection).18

When combined with similar information on grantees/delegate agencies operating in saturation
communities collected as part of the FACES 2000 study, these data will encompass enough
children to make the assessment of pre/post changes in child outcomes in the non-random
assignment sites as precise statistically as our national impact estimates from the random
assignment study sites. There will, of course, be no control group children in any of the non-

                                                
18 We will collect data in up to five non-participating grantees/delegate agencies, sampling an average of 3 centers per
grantee/delegate agency (the same average per grantee as in the random assignment sample) and an average of 6 children per center.
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random-assignment sites.  (How these data will be used to examine potential exclusion biases is
discussed in the Analysis Plan section below.)

Step 8: Select 225 Head Start Centers From The Sampled Grantees/Delegate
Agencies

As discussed in the next section, our estimates of expected minimum detectable differences in
effect (MDDIEs) between Head Start programs with different characteristics—needed to answer
the “what works for whom?” question—suggests that a sample of 225 distinct Head Start centers
is needed for the Head Start Impact Study. When examining variation in program impact, Head
Start centers (and classrooms within those centers) rather than grantees/delegate agencies are the
pertinent unit of analysis because this is the level at which most program-level variation affecting
children is likely to occur.

The 225 Head Start centers will be selected regardless of the number of participating
grantees/delegate agencies (i.e., if we have our planned number of about 75 grantees/delegate
agencies, we will select an average of 3.0 centers per grantee/delegate agency; if the sample drops
to the minimum of, say, 50 grantees we will select an average of 4.5 centers per grantee/delegate
agency). As also discussed below, the estimated MDDIEs are very insensitive to the degree of
geographic clustering in the sample, so increased clustering due to higher grantee non-
participation will have a negligible effect on our ability to address questions about “what works
for whom?”

Step 9:  Divide the Population of Head Start Children into One-Year and Two-year
Participants

The original legislative mandate required that the Head Start Impact Study “…to the extent
practicable, consider addressing possible sources of variation in impact of Head Start
grantees/delegate agencies, including ….. the length of time a child attends a Head Start program;
the age of the child on entering the Head Start program …. “ To respond to this requirement, we
plan to include roughly equal samples of newly entering 3-year-olds (who will be studied
through two years of Head Start participation) and newly-entering 4-year-olds (who will be
studied through one year of Head Start participation). We have focused the study on newly-
entering  children so as to isolate the effects of Head Start apart from any prior exposure to the
program’s benefits.19  We also planned on an equal sampling of 3- and 4-year old enrollees
despite the fact that 4-year-olds represent about twice the proportion of all Head Start participants
than do 3-year-olds. In large part, this is because the 4-year-olds include both newly entering 4-
year-olds plus returning children who began Head Start as 3-year-olds and who have turned 4
years of age in their second year of program participation.

It is recommended that there be separate representation of these two age cohorts for two primary
reasons. First, it is expected that there will be very different program impacts associated with one
year versus two years of Head Start experience. In other words, duration of treatment should
matter a great deal to program impacts, especially when one considers that by the time a child is 5
years of age, two years of Head Start represents 40 percent of his or her total life span compared
with 20 percent for those entering Head Start at 4 years of age.

                                                

19 Children previously enrolled in an Early Head Start program will be excluded from participation in the study, as in most cases, Head
Start programs are required to enroll these children, thereby precluding them from the possibility of being randomly assigned to a
control condition.
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Second, there are important shifts occurring in the age composition of Head Start nationally that
are likely to have important future policy consequences. With the growth in the availability of
alternative preschool options, there is some anecdotal information suggesting that
grantees/delegate agencies—particularly those operated by public school districts—are serving an
increasing number of the eligible low-income 4-year-olds.  At the same time, Head Start grantees
seem to be increasing their enrollment of 3-year-olds, and there is the obvious increase in younger
children as Early Head Start grantees/delegate agencies become more prevalent. As a
consequence, there is growing relevance for exploring the impact of Head Start given two years
of participation rather than one.

The bottom line is that if the interest of the study were primarily in children as a whole, then the
most efficient sampling procedure would be equal sampling rates for each type of child. But
because we believe that the main interest is in looking separately at children with one year and
with two years of Head Start services, the optimal sampling procedure is for equal sample sizes
for each group.

Step 10: Select Appropriately-Sized Samples of Head Start Children

In the selected 225 Head Start centers, spread across up to 75 study grantees/delegate agencies,
we propose to select an initial sample  of 3,137 newly entering 3-year-old participants and 2,541
newly entering 4-year-old participants. As shown in Exhibit 2, a total of 1,882 3-year-olds will be
assigned to the treatment group and 1,255 to the control group, while a total of 1,524 4-year-olds
will be assigned to the treatment group and 1,017 4-year-olds to the control group20.

Exhibit 2 also indicates the anticipated sample sizes for each wave of data collection (see the
Measurement and Data Collection Plan). To obtain a final sample of 1,667 three-year-olds and
1,667 four-year-olds at the end of the study period—the size needed for adequate statistical
precision (see the next section)—we estimate a beginning sample size of 3,137 3-year-olds and
2,541 newly enrolled 4-year-olds. On average, this will mean sampling approximately 45 3-year-
olds and 36 4-year-olds from each of the anticipated 70 participating grantees/delegate agencies.

2.2  Sampling Issues

Sample Attrition

Built into each wave of data collection is an assumed 10-percent attrition rate. This attrition rate
is based on Westat’s experience with the Head Start Family and Child Experiences Survey
(FACES) and includes refusals, children/families who moved from the area (and drop out of
Head Start), and children and families who could not be located. By the third wave of FACES
data collection (the timing of waves is comparable across studies), parent, teacher, or child
assessment data were collected on 69 percent of the original sample, for an average of 10-percent

                                                

20 To the extent that the final study sample includes less than 70 grantees/delegate agencies, the average samples of Head Start
children selected in the remaining sites will be increased to preserve the size of the overall study sample.
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Exhibit 2: Expected Sample Size At Each Wave Of Data Collection1

COHORT 1:  TWO-YEAR PARTICIPANTS (3-YEAR-OLDS)

70 Participating Grantees/Delegate Agencies

Treatment Control Total

At Random Assignment 1,882 1,255 3,137

Fall 2002 HS 1,694 1,130 2,824

Spring 2003 HS 1,524 1,017 2,541

Fall 2003 HS 1,372 915 2,287

Spring 2004 HS 1,235 823 2,058

Spring 2005 K 1,111 741 1,852

Spring 2006 1st grade 1,000 667 1,667

COHORT 2:  ONE-YEAR PARTICIPANTS (4-YEAR-OLDS)

70 Participating Grantees/Delegate Agencies

Treatment Control Total

At Random Assignment 1,524 1,017 2,541

Fall 2002 HS 1,372 915 2,287

Spring 2003 HS 1,235 823 2,058

Spring 2004 K 1,111 741 1,852

Spring 2005 1st grade 1,000 667 1,667
1 Includes an assumed 10% attrition rate each year.

attrition in each wave. Based on our FACES experience, we expect a greater part of the attrition
to be a result of children dropping out of the Head Start program and moving from the area than a
result of outright refusal. These assumptions are also supported by the results of other studies of
similar populations (e.g., the Comprehensive Child Development Program evaluation).

Although we will strive to achieve lower rates of attrition, we have taken a more conservative
approach to sampling and planning to minimize the risk of having insufficient sample cases to
support the analyses throughout all waves of data collection. That is, to assume better
circumstances could seriously undermine the overall study if one’s high expectations prove to be
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unrealistic. If our more conservative assumptions are wrong, the precision of the estimates will be
increased.21

Unequal Allocation to Treatment and Control Groups

As noted in Exhibit 2, the random assignment sample is not divided equally between the
treatment (Head Start participant) and control groups. Instead, we plan to allocate 60 percent
(3,406 of 5,678 initial interview attempts) to the treatment group, and 40 percent (2,272 of 5,678
initial interview attempts) to the control group. This imbalance in the randomized sample reduces
the precision of the impact estimates by just 2 percent, compared to a balanced 50-50 design, and
saves considerably on data collection costs (because treatment group members—who participate
in Head Start—require less effort to track and interview over time than control group members).
It also reduces the number of control group members (i.e., additional unserved children to be
recruited) required of each site for a given total sample size. This second point expands our
ability to identify “eligible” grantees/delegate agencies, and minimizes the burden on the study
sites. Uneven random assignment ratios such as the 60-40 ratio proposed here are not uncommon
in experimental research22 and in no way undermine the assurance of internally valid (i.e.,
unbiased) impact estimates that makes randomized designs so attractive in the first place.

Excluding Very High-Risk Children

The selected grantees/delegate agencies will be allowed to exclude a limited number of very
high-risk children. The definition of “very high-risk” will be made on a case-by-case basis with
each grantee/delegate agency and in close consultation with ACYF staff.  Examples of exclusions
that may be allowed include: children of homeless families, children in families with documented
abuse and neglect, and children with severe disabilities, especially those that would prevent them
from being tested.

This decision to allow the exclusion of a limited number of high-risk children was made for three
reasons: (1) there are ethical concerns about assigning very high-risk children to the control
group, especially in situations where Head Start may provide their only option for early childhood
services; (2) our past experience with the use of random assignment for vulnerable populations
has demonstrated that this issue can often be a “deal breaker” when trying to recruit study sites;
and (3) there are some children who cannot be assigned to the control group because they have
been placed in Head Start by the local child welfare agency (or, more correctly, by the
jurisdictional court) as part of their foster care placement and must, by law, receive Head Start
services.

Placing 3-Year Olds Into The Control Group For Two Years

Our plan is to randomly assign both 3- and 4-year olds at the time they initially apply for entry
into Head Start.  In both cases, those children who are assigned to the control group would be
excluded from Head Start — for the 4-year olds, this is a one-year exclusion, while for the 3-year
olds the exclusion is for two years until they reach kindergarten age.  Some grantees/delegate
agencies may be reluctant to exclude newly entering 3-year olds who are randomly assigned to

                                                

21 Of course, the added sample does have budgetary implications that are the cost of reducing the undesirable down side risk.
Fortunately, this can be handled once the full-scale study is underway—if ACYF desires—by randomly reducing study samples if
they exceed expectations.

22The National JTPA Study used a 67-33 random assignment ratio, for example.
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the control group for this period of time, i.e., the loss of two years of comprehensive services may
be viewed by some grantees/delegate agencies as too high a price to pay for the sake of rigorous
impact evaluation. Yet, to measure the full effects of the program on two-year participants, we
need to contrast children who receive two years of services with control group members who
receive non-Head Start services. Moreover, answering the question of two-year effects is critical
from the standpoint of both early childhood development and the policy and fiscal issues
surrounding Head Start.23

Families (or Households) With Multiple Eligible Children

Several possibilities involving siblings, and unrelated household members, can also complicate
random assignment, including:

§ Twins — in most cases, parents will probably apply to Head Start for both children at the
same time. Because we want to avoid having children in the same family assigned to
different study conditions, we would randomly assign both children to either the
treatment or control group. If both children do not seek enrollment at the same time, then
the non-applying child would fall into one of the four following  conditions.

§ Multiple Newly-applying Children Of Different Ages — for example, a parent may
apply for enrollment of a 3- and a 4-year old child at the same time. Again, because we
want to avoid multiple children in the same family being assigned to different conditions,
we would randomly assign both children to the same group.

§ Other Non-sibling Children In The Same Household — a newly applying child may
have unrelated, but eligible, children living in the same household who may apply at the
same or at different time.  As above, we would want to randomly assign the multiple
children to the same study condition.

§ Younger Sibling(s) Who Can Subsequently Apply For Head Start — for example, a
newly-applying 3- or 4-year old could have a younger sibling at home who could apply to
Head Start in a subsequent year. Ideally,  we would want to randomly assign both (or
multiple) children to the same study condition. However, this may be logistically
infeasible and is an issue that we will have to explore with the selected grantees/delegate
agencies. If we elect to ignore subsequent enrollees, we should have only relatively minor
contamination of our study groups, and this is something that can be determined as part
of the planned data collection activities and taken into account during the subsequent
analysis.

§ Currently or Previously Enrolled Sibling — the last example is a situation in which the
“target” child has either a currently enrolled sibling or one or more siblings who have
been previously enrolled in Head Start. In this situation, if the target child is assigned to

                                                
23 A reasonable alternative to multi-year exclusions from Head Start would be to focus the study not on the overall value of two
years of participation, but on the value of the marginal year of participation—what the early (i.e., age 3) year adds to the impact
of the standard, single (i.e., age 4) year. This could be accomplished by randomly assigning newly-entering 3-year olds to a one-
year control group and comparing their outcomes to those of full two-year participants in the treatment group. This design could
be extended to approximate the effect of two  years of participation compared to none without actually excluding any children
for two years, using a methodology that provides  upper and lower bounds on the true effect. This extension would also allow us
to assess how much a single year of enrollment would benefit the children currently served on a two-year track. A variation on
our basic experimental design that incorporates this idea is available on request.  
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the treatment group the program’s impact for that child may reflect services received by
the parents in connection with the other child or “spillover” effects from services
delivered to the sibling. Alternatively, if the target child were assigned to the control
group, he or she would be affected by Head Start services.

Most of these types of situations will be handled by treating the family/household — rather than
the “target” child — as the unit of random assignment, i.e., all children currently applying for
Head Start would be assigned to the same study group (either treatment or control). The last
example is clearly more complicated. We could, for example, screen out of the study any child
whose current custodial parent(s) or guardian(s) have previously had — or currently have — a
child in Head Start since we cannot represent such children in the control group in an
“unaffected” state. But this may not be the best solution because parents (or Head Start staff)
could discover that reporting a prior child in Head Start is a convenient way to assure the target
child is not put into the control group. More importantly, we would be significantly changing the
population of children served by Head Start who are included in the study.  The same problems
arise if we simply put all such children into the treatment group, with the added disadvantage of
creating an imbalance in the types of families compared across the treatment and control groups.
Instead, we plan to include such children in the study — accepting whatever spillover effect my
be present — and to collect information on older sibling participation in the parent baseline
interview. We will then use these data in our analysis to gain some leverage on the “transfer”
effect of the parent component of Head Start between siblings.

Grantees/Delegate Agencies Do Not All Serve 3-Year Olds

There will be a few instances where the selected grantee/delegate agency will be unable to meet
our requirements for equal samples of 3- and 4-year old children. Based on recent PIR data, about
2.4 percent of all grantees/delegate agencies serve no 3-year old children, and about another four
percent serve 30 or fewer 3-year olds and 30 or fewer 4-year olds. Our plan to combine “small”
grantees/delegate agencies (see above) will certainly help, but it is likely that we will, albeit
rarely, have grantees/delegate agencies in the study sample that will be unable to meet our sample
requirements for newly entering 3-year olds. In such cases, we will adjust our sample sizes in
other sites to offset the reduction, as discussed in connection with Step 6 of our sampling plan
above.
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3.  Pilot Test Plan

3.1 Introduction

Prior to the start of full-scale random assignment and data collection in the Summer and Fall of
2002, a pilot test of all study procedures will be conducted, starting in early Spring of 2001.  This
pilot test will include collection of all program, parent, and child data, and in particular a “trial
run” of the proposed procedures for conducting and monitoring random assignment in the
Summer of 2001.  Information derived from the pilot test will be critical for further shaping the
design and implementation of the main study prior to full-scale implementation in the Summer of
2002.

Purpose Of The Pilot Test

The primary purpose of the pilot test will be to test the feasibility of site recruitment and random
assignment procedures across a small number of communities and collect comparable data from
both the Head Start and non-Head Start control group.  Because the current plans call for only
marginal changes to data collection instruments that have already been well tested in other studies
(e.g., FACES, ECLS-K), almost any set of sites for the pilot test will provide a needed test of the
existing set of measures, questionnaires and other protocols.

What, then, are the most critical things that can be learned from such a pilot test? Although there
are many answers to this question, below are the issues that are believed to be most important:

§ Learn the degree to which saturation may exist across different communities and the
degree to which more recent changes in HS-partnerships with other providers and other
"blending" options have increased the number of saturated communities.

§ Learn more about the factors that may affect grantee/delegate agency decisions to
participate in the study, and how we can work to maximize program cooperation and
participation, without disruptions to program operations or having any undue burden
being placed on staff. This information could help to increase the “external validity” of
the full-scale study.

§ Learn how the proposed random assignment procedures will work in a range of Head
Start programs and communities to support grantee's participation in the study and
minimize or eliminate any difficulties with implementing random assignment that may
potentially compromise sample integrity and/or diminish data quality.

§ Learn whether or not normal program recruitment strategies and program operations are
substantially altered by the necessity to recruit a small number of additional families for
the control group.  In other words, does the additional recruitment effort result in a
substantially different composition of children and families normally served?

§ Learn about what happens to children and families who are assigned to the control group
and end up utilizing a wide range of available care options in their communities.  Little, if
anything, is known about what families assigned to the control group might do in terms
of finding alternative arrangements for their child. This information would better prepare
us for likely consequences (as well as points of difficulty in implementing random
assignment at the program level), and have the added benefit of providing policy-relevant
information about the range and quality of preschool and childcare experiences of low-
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income children who lack the opportunity to enter Head Start. (The latter information
would be a useful addition to the 2003 report to Congress.)

§ Learn better ways to avoid control group contamination, particularly control group
members “crossing over” to the treatment group by subsequently enrolling the following
year, or in another Head Start program. This information could increase the reliability  of
the impact estimate in some sites.

§ Develop better data collection designs and/or procedures for the full-scale study, without
changing the content of the data collection instruments. These adjustments could increase
overall data quality.  In particular, testing the ability of one site coordinator to adequately
serve three geographically clustered grantees.

§ Based on the combination of some or all of the above factors, learn more about the
feasibility of a national randomized study design, as well as specific situations in which is
may not be possible to implement randomization successfully. This could avoid an
investment in a failed full-scale implementation (i.e., either no useable study at all or one
with questionable representativeness), and provide an opportunity to look for alternative
design strategies.

Pilot Test Design
Data collection for the pilot test must be started by the Fall 2001 to inform the plans for the full-
scale study. As a consequence, all pilot sites will be recruited, and application procedures and
parental notification, put in place by Spring 2001.  It is important to keep in mind that any pilot
test is going to be limited in terms of what it can teach us, i.e., for many of the potential things
that we could learn about, a “small” pilot test is unlikely to be large enough to really protect us
against all of the things that can go wrong in the full-scale study.  Therefore, we suggest that the
pilot study consist of two tracks.

The first track is to use the time between site selection for the main study sample and data
collection (Winter 2001-Spring 2002) to essentially pilot our procedures of gaining cooperation
and participation; tailoring random assignment procedures; identifying agency eligibility and
enrollment differences; and finding solutions to issues that could potentially affect successful
implementation of random assignment with each of the sampled 75 grantees.  Multiple site visits
by recruitment teams and follow-up visits by site coordinators will be conducted.  Individual
plans will be created for each sampled site and a Memorandum of Understanding developed,
outlining the plans for identifying children, random assignment, and data collection.

The second track will be conducted simultaneously and take a limited number of sites from
recruitment through data collection to test those factors that are both measurable and likely to
affect the success of the randomized experiment. (The first criterion is necessary because there
are many things that can pose difficulties (e.g., lengthy negotiations with program directors or
various staff) that are nearly impossible to predict in advance and which can be used to select
pilot test sites. There are probably a range of factors that would meet this criteria. The following
are ones that we believe are most important to test because they are likely to have significant
implications for our success, and testable with a reasonably-sized pilot study:
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§ Local Context — the extent to which the program operates with a “service rich vs. a
service poor” environment (Head Start-like) is expected to affect both the willingness of
staff to agree to, and maintain the integrity of, random assignment, and the magnitude of
any program impacts. It will also affect the experiences of the children who are assigned
to the control group.

§ Level of Program Capacity — the extent to which there are unserved children in the
community is also likely to have a strong influence on the willingness of staff to agree to,
and maintain the integrity of, random assignment.

§ Average Study Sample Per Grantee and Center — the greater the number of children
who are affected (as a proportion of the total enrolled) the more the study is likely to be
perceived as a burden to local program staff, and the higher the potential resistance to
random assignment. Reductions in average sample size may make the study more
palatable to local program staff.  This option will have to be balanced against reducing
our ability to assess the extent to which program impacts vary by program- and
community-level factors (i.e., Goal 2 of the impact study).24

In addition, the design of a feasible pilot test needs to take the current budget into consideration,
as well as the time available to recruit and negotiate with the pilot test sites, and to implement
enrollment and random assignment procedures by the Spring of 2001.

Given these various factors, the following is our suggestion of how these design parameters could
play out in a pilot test (Exhibit 3):

§ Select three (3) geographic clusters that are NOT part of the full-scale study sample of 25
clusters.  The cluster’s community context should be varied – one should be where most
other program or child care options (beyond the available Head Start programs) are fairly
comprehensive Head Start-like programs, one should be where there are many program
options, and one should be where there are few available options.

§ Within each cluster we will vary the number of Head Start grantees/delegate agencies
and/or centers that will be included in the pilot test:

1. First  cluster:  most available options are fairly comprehensive (Head Start-like) —
select a cluster in which most other programs or child care options are fairly
comprehensive and select two grantees/delegate agencies and two Head Start centers
associated with the grantee.

Second cluster:  many other available care options  — select 3 grantees/delegate agencies (one

that is substantially over-capacity, one  that is “just” over-capacity), and one that is slightly

under-capacity), select 3 centers per grantee/delegate agency, and vary the required child sample

size across grantees/agencies.  The rationale for selecting two that are “just over” capacity is to

try and capture communities in which the pool of unserved children is defined differently.

                                                

24 To address the second study goal — under what circumstances is Head Start more effective — we must be able to estimate
reasonably reliable site-level impacts.  Cutting the average samples too much would severely jeopardize this very important study
objective.
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Exhibit 3: Proposed Pilot Test

PILOT SITES:

2 Grantees ¨̈ 3 Grantees ¨̈2 Grantees

¨̈ 2 Centers  per Grantee ¨̈ 3 Centers per Grantee ¨̈ 2 Centers per Grantee
  (total of 4 centers  (total of 9 centers  (total of 4 centers)

Totals: 7 Grantees and 17 Centers

This would provide the opportunity to test various options that grantees’ might use to
recruit additional families. We would randomly allocate either the currently planned
average sample (i.e. 15 treatment and 10 control group children per center), a smaller
sample, or a larger sample (“lower” and “upper” bounds to be determined) to each center
associated with a grantee/delegate agency.

Universe of Eligible
Grantees Placed Into
Geographic Clusters

25 Geographic
Clusters for the

Main Study
Remaining

Geographic Clusters
of Grantees

        Cluster's
Community Context:
Most available care
options are fairly
comprehensive.

         Cluster's
Community Context:

Many available care
options.

       Cluster's
Community Context:

Few available care
options.
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2. Third cluster:  few child other care options: — select 2 grantees as above and select
two centers per grantee.25  Again the sample size will be varied.

In total we will have 3 clusters , 7 grantees, 17 centers , and approximately 400 children.  This
configuration will provide the opportunity to test our data collection plans for the full study, and
the ability of one site coordinator and measurement team to serve three grantees and nine centers.
It will also provide the ability to test the effects of capacity level in three different contexts.
Finally, varying the number of children selected per center will allow for observations of the
effect of burden on the ability of grantee/center staff to participate in the experiment.

Grantees/delegate agencies and centers will be selected and recruited for the pilot study during
the Winter of 2001, and the family/child enrollment and random assignment processes will be
implemented in the Spring of 2001 with complete data collection beginning in Fall, 2001.    We
expect to sample about 400 children across the 17 centers.  This will provide us an adequate
number of cases to do some preliminary analyses and learn something about the differences
between the treatment and control group children as well as the types of alternatives that families
of control group children will choose in 17 different communities.

                                                

25 We may have to limit this cluster to only 2 grantees.  If this becomes necessary we will select a grantee substantially over capacity
and one that is “just” over capacity.
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4.  Site Recruitment

4.1 Site Recruitment

The core of the proposed approach to recruiting grantees/delegate agencies for the study is to
establish strong partnerships with the grantees/delegate agencies, actively address potential
concerns, especially possible concerns of the Policy Councils, and work to make such issues as
random assignment as acceptable as possible to both Head Start staff and participants. We have,
therefore, proposed to engage our most senior and experienced project staff in this effort, drawing
from a proven set of tools and strategies, as well as valuable information that will be derived from
the work in the pilot study sites. These include the following:

§ Early and ongoing communication and support provided from the Head Start Bureau and
Regional Office staff.

§ Gaining the support and endorsement of the National Head Start Association.

§ Conducting sample selection and establishing contact with selected grantees early so
there is time for problem solving, mutual learning, and the essential give-and-take needed
to arrive at a design acceptable to all.

§ Budgeting for ample advance on-site time to explain and motivate the study and move
local program leaders into a shared belief in the study’s importance and the essential
nature of random assignment.

§ Budgeting adequate resources to support the programs and thereby minimize the burden
placed on any program for participating in the study, as well as reduce the likelihood of
any disruptions to the quality of program service delivery.

§ Softening the ethical objections to random assignment by allowing staff to provide
information to control group families on alternative services in the community, providing
limited exemptions from control group assignment for severely "at-risk" disadvantaged
children meeting criteria specified in advance,  and emphasizing the basic fairness of
allocating Head Start’s limited capacity among many deserving families by using a
lottery method of selection.

§ Removing the more onerous aspects of random assignment for line staff, including face-
to-face notification of non-selection to Head Start and loss of influence over service
targeting.

§ Emphasizing the advantages of randomization from a program standpoint—its ability to
show the value added of program services and point toward more effective service
strategies for the future.

§ Presenting the participation negotiation process as a give-and-take involving
commitments and sacrifices from both sides, including “give” in the research design
where modification that does not compromise study reliability (e.g., reductions in the
share of study subjects assigned to the control group).
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§ Holding down the number of control group cases sought from any given grantee, delegate
agency, or Head Start center, so as to minimize the potential burden or disruption to
normal program operations.

§ Making resources available to grantees having problems meeting the requirements of
random assignment—presentations to community groups, scripts for dealing with control
group families, and training and/or financial support if expanded outreach is necessary.

§ Enlisting peers as allies in the recruitment process—program administrators and policy
makers, preferably from the Head Start community, with previous, positive experience
participating in random assignment evaluations.

Immediately following approval of sample selection, recruitment teams will visit the GGCs and
proceed to recruit Head Start grantees and gather information on the state and local context within
which the grantees/delegate agencies reside. A site coordinator will play a critical role in
recruitment, particularly after the recruitment team makes its first visit. It has been our experience
that often times concerns about such issues as random assignment do not surface during the first
meeting. It is important to have a local staff member on site to pay an immediate visit to program
administrators to begin the process of establishing a working partnership relationship, review the
scope of the study and to identify any potential concerns. The site coordinator will be able to alert
the Recruitment Team if Head Start administrators are beginning to have “second thoughts.” We
will then be able to have a senior staff member talk become involved, as necessary.

Sample selection, establishing contact and developing a working partnership with all
grantees/delegate agencies will be conducted early, at least 6 months before the earliest target
date for the beginning of random assignment, and 12 months in advance wherever possible. It is
anticipated that the recruitment process will entail ongoing contact with the sites via personal
visits and telephone. Each recruitment effort must work through any potential concerns about
participating in the study, develop individualized study plans with the grantees, and obtain
information on the community context (as discussed below).

Local recruitment also includes gaining participation of providers of children in the control group.
Once the sample of children is selected it will be incumbent upon the recruitment team to develop
community plans for recruiting the various types of control group providers.  Information
obtained from the pilot study is expected to help with the development of a range of strategies
and incentives used to recruit and retain the various types of non-Head Start providers.  Similarly,
the pilot test will help refine or develop strategies to meet the Advisory Committee's
recommendation to "collect the same or comparable information on children in Head Start and
control group or comparison children (e.g., services received; quality and intensity of the
intervention; and cost, descriptive, and contextual information.)"

A further key to successful site recruitment is to ensure program administrators that the use of
random assignment will not impose too many burdens on potential participant families, nor
generate dissatisfaction in this vital client population. The largest step toward this goal is the
decision to conduct random assignment only in Head Start grantees/delegate agencies operating at
near full capacity and where there is a pool of unserved families known to be interested in
services. This ensures that the evaluation will assign children to the control group only where
Head Start grantees/delegate agencies already have to turn down eligible applicants. Thus, there
is no added burden on parents as a group. Moreover, the experience of other randomized studies
suggests that when applicants must be turned away, acceptance of the lottery approach comes
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easily and almost universally. Some families even prefer it to a more complex, unseen process
that can be viewed as capricious or even discriminatory.

With control families free to apply to other, non-Head Start sources of childcare and pre-
kindergarten services, we anticipate few if any problems securing families’ cooperation and
maintaining their comfort and involvement in the study over its full course. This is strengthened
by our proposal to set an early cut-off date for notifying families of the random assignment
decision to allow them sufficient time to make other arrangements (see below). We also expect to
be able to convince grantees that this will happen. Part of that assurance will come from
involving agency staff in the focus groups of Head Start parents we have planned for the design
phase of the project, an occasion to learn more about families’ expectations, suggestions, and
concerns regarding random assignment and refine procedures accordingly.

As previously discussed, a final strength of the proposed design that concerns grantee/delegate
agency participation is the very small number of service exclusions required in generating the
control group at any one grantee/delegate agency, relative to the overall scale of its operations, on
average an increase of about seven percent. Compared with the demands of many other social
experiments—particularly those that encountered difficulties convincing agencies to randomly
assign applicants to a no treatment condition26—this is a very modest request.

Because the only Head Start grantees asked to consider these arrangements are those with more
prospective participants in their communities than they can serve, it is hard to see why grantees at
or above average size would object to excluding 1 in 15 applicants using a randomized lottery. In
all likelihood, exclusions at that level are inevitable just in running the program in the normal
fashion. Smaller grantees—where we would still be looking for 30 control group cases if
possible—might well resist the initial suggestion to use random assignment. But even an extreme
case, such as a grantee one-quarter the size of the typical grantee or delegate agency, would be
assigning only 1 in 5 cases to the control sample and would need to identify only 27 percent more
eligible children than currently served to make this possible. By using the many tools described
above and our successful experience recruiting sites for other randomized studies—which made
much greater demands on program operators—we believe we can hold to a handful the number of
grantees lost to the study because of concerns about random assignment.

                                                

26 For example, the National JTPA Study required participating agencies to raise intake by 50 percent rather than 7 percent and then
excluded one of three applicants at random. Site recruitment went much better for the National Job Corps Experiment—in principal
an equally difficult sales job but where only a very small number of control cases were required in relation to overall program size in
any one site.
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5.  Random Assignment of Children

The first thing to recognize about the feasibility of implementing random assignment is the
importance of collaboration between the research team and local Head Start program managers
and staff—the evaluators must control the designation of treatment status for each child, while
local program staff control its actuation. Thus, in practical terms, random assignment consists of
three parts: (1) a statistical determination of treatment or control status for each potential Head
Start child (the evaluator’s job),  (2) enrollment in, or exclusion from, Head Start in accordance
with study status (the program operator’s job) and (3) ongoing monitoring of the child’s treatment
or control status, as needed (both the program operator and evaluator’s job).

For this process to work smoothly, program staff must understand the purposes of the evaluation
and of randomization in particular, and staff must—at some level—endorse the study and its
methods as worthwhile. This requires voluntary participation as any other basis for involvement
will undermine working relationships between the partners and over time erode or disrupt
research goals. With voluntary participation, program attrition—a grantee/delegate agency
dropping its commitment to the study mid-way through the evaluation—should be rare.27

Moreover, as shown in Exhibit 4 a feasible randomized design must be (1) acceptable to
grantee/delegate agency staff and participants; (2) integrated into the normal enrollment process;
and (3) useful to the broader policy and program constituency. The evaluator’s role is to ensure
that all these conditions are met within the unique circumstances of each local program. These are
discussed below.

In general, grantees/delegate agencies receive most of their applications by early to mid-Summer
then, following some cut-off date, make the bulk of their enrollment decisions at once, notifying
those families that cannot be enrolled due to capacity limits (in many sites, these children are
placed on a waiting list). Our random assignment design maintains this process to the point where
children whose parents have applied for admission to Head Start are identified as eligible based
on the individual targeting criteria of the local Head Start grantee.

To implement random assignment, we would ask grantees to select a larger number of cases at
this step, still relying on their local criteria to select among eligible applicants. As discussed
earlier, this number will be only slightly larger for the average-sized grantee or delegate agency
(on, average about a 7 percent increase).28 We would then obtain a list of these individuals and
split them at random into three groups:  48 treatment group
cases, 32 control group cases, and a residual group of non-study cases.29

Grantees/delegate agencies will then be asked to enroll the treatment group members and non-
study cases for the Fall, and to not serve the children assigned to the control group, notifying
them as they would any other non-admitted applicant.

                                                

27We do not expect any attrition from the random assignment process over the course of the study. Random assignment will take place
at a single point in time following the experiment’s application cut-off date of about June 30. Unlike many other experimental
evaluations, no further random assignment support is required of participating grantee/delegate agencies.

28 Since the number of desired control group members is fixed at about 32 per grantee/delegate agency, a somewhat larger expansion
of the eligible list will be needed in small sites (e.g., a 27 percent expansion for a grantee one-fourth the average size).

29 There will be 336 non-study children in the average-sized grantee or delegate agency.



32

Exhibit 4: Feasibility Requirements Of Random Assignment

Acceptability § Grantees see the value of the research.

§ Applications exceed capacity (or can be made to do so through
slightly expanded outreach that does not fundamentally change the
program or population served).

§ Ethical concerns about service “denial” can addressed by viewing
random assignment as an even-handed way to allocate limited
services across a broader applicant group (essentially, a “lottery”)
and/or offering families of control group members information on
alternative service providers.

§ Consultation and protocols are provided by the evaluator to help
program operators notify and take questions from cases assigned to
the control group.

§ Staffing and funding burdens of assignment are effectively addressed

Feasibility § All applications flow through a central point where treatment and
control determinations can be made.

§ Evaluator provides a secure (and “masked”) mechanism for
treatment/control determination that has the desired statistical
properties.

§ Treatment/control determinations are made in real time, in keeping
with the normal applicant screening and notification schedule of
Head Start offices.

§ Monitoring systems can be put in place to ensure control group
members are not served or later readmitted to the program.

Utility § Treatment/control status designations are upheld by program staff as
enrollment takes place and services are delivered.

§ Participation “embargo” period for controls lasts long enough for
important program impacts to emerge.

§ Non-Head Start services in community differ meaningfully from
Head Start services.

§ Indirect influences of the intervention—those not differentiated
between treatment and control group members (e.g., Head Start’s
potential community-wide impact on childcare quality from all
sources)—do not create major program benefits.
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Ideally, it would be preferable  to conduct random assignment the day before the Head Start
program begins in the Fall. That way we would be randomly assigning from the pool of parents
and children who are ready to enter the program (i.e., this would also eliminate any dropouts
between the time that applications are submitted and evaluated by the local program staff, and
random assignment at the start of the program year).30 But, such a strategy would, in our view, be
very unfair to those parents whose children are assigned to the control group. That is, they would
have to suddenly scramble to find alternative childcare arrangements for their child. Moreover,
Head Start grantees/delegate agencies would see this as a problem for their parents, and we
would, as a consequence, likely have a higher rate of program non-participation with the study.

The current plan is  to set a cutoff date by which we would assemble a list of program applicants
and use that list to select and randomly assign our study sample. Applications submitted after this
date (including those admitted during the year to replace “drop outs”) would go through the
regular approval process but would not be eligible for inclusion in the experiment. We have
arbitrarily set this cutoff point as mid-Summer.  We chose this date to give parents a reasonable
amount of time, after learning of their inclusion in the control group, to find alternative care
options for their child. There is, however, nothing sacred about this particular date. Our actual
plan is to work closely with each of the selected grantees/delegate agencies selected for the
experiment and to see which arrangements and cutoff dates would work best within their
established application process. Program-to-program variations in the cutoff date will not have
any significant consequences for the experiment, as long as there is no bias introduced from the
use of a cutoff date itself. As part of our planned pretest activities in all study sites, we will
examine the extent to which the early and late applicants are different and the effect this might
have on the representativeness of the study sample.

To strengthen the analysis of service types and Head Start impacts, we will also want to associate
both treatment group and control group members with a specific Head Start center (i.e., to obtain
measures of impact by center). In normal circumstances, no direct association exists between
applicants who are not admitted and enrolled in Head Start and a particular program center, since
grantees typically administer a single intake process for all centers. Program entrants are
associated with specific centers, however, and may differ systematically in terms of program
services, the social and economic status of Head Start families and the characteristics of their
children, and the sources of childcare in the community. Hence, outcomes for Head Start
children—and the outcomes that would have taken place for those children absent Head Start—
are expected to emerge in distinctive ways at different centers.

Associating children with centers can be accomplished in a number of ways, depending on local
circumstances and the preferences of grantee staff. One option is to associate all Head Start
applications taken prior to the cut off point with specific centers based on home address. The
relatively small number of Head Start participants that apply after the cut off point, or enter the
program after the school year has begun (e.g., to replace program dropouts), would not be
included in random assignment or the study. Recognizing that grantees assign children to centers
based on other factors such as parental preference and busing plans, these distinctions can also be
applied to individual applicants where known, including those assigned to the control group.

                                                

30 Early findings from the ACYF-sponsored Missing FACES project indicate that, on average, about 4% of admitted applicants never
receive services, and about 14% leave during the program year, receiving only partial services. Under our plan, all children —
regardless of how little, if any, services they receive —  would be counted in the treatment group if that is where they were initially
assigned at random. The “average” impact properly includes such partial services.
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A second, more refined way of associating control group children with individual centers would
take account of the added role of capacity limits and “open slots” in making center assignments.
To simulate this situation for both treatment and control groups, the children at the head of the
eligibility list would not be assigned a treatment or control designation initially, but simply split
in half at random at the application cut-off date. Grantee staff would then examine one-half the
list and apportion its members to centers as though it constituted the service population for the
Fall. The same exercise carried out for the second half of the list—again without knowledge of
which half will actually enter the program—lines up both sets of children with specific centers.
Following these designations, coded as special variables in the evaluation data base, a random
“coin flip” by the evaluator would officially establish half the list as the true group of Head Start
participants “pre-assigned” to individual centers—centers that can also be associated with
counterpart members in the control group.

Keeping these issues in mind, our general approach to random assignment includes the following:

§ Informing all applicants (at the time of application) to Head Start that slots are limited
and that applications are due by a certain date at which point children will be randomly
selected for inclusion into the program. A lottery approach will be used for selection into
the study and subsequent random assignment to either a treatment or control group.
Grantees will determine child eligibility and identify those children who will not be part
of the study because of the high risk. As discussed earlier, these criteria will be carefully
defined with the sites during the recruitment phase.

§ On a predetermined date (or whatever is agreed upon with grantees), a list of eligible
applicants will be supplied by the grantee staff and random assignment will be conducted
by the study team.

§ Site coordinators will monitor and verify the appropriate handling of sample members by
the Head Start program and compare printed notification letters against a master list of
treatment and control cases provided by the study team before letters go to the families.

§ Letters will be sent to parents to let them know if their child is to be enrolled. Information
about other available preschool or day-care grantees/delegate agencies will be provided
to families who are not selected.

None of these procedures are “set in stone” at this point, and considerable flexibility will be
needed to accommodate the needs and preferences of individual grantees and their delegate
agencies and centers. Obviously, if any sampled grantee uses a different intake system than the
characteristic one described above, a new random assignment process will be needed.
Employment of on-site liaisons as key members of the evaluation team will add understanding
and flexibility to our responses to these situations. Still, one point of consistency must be
maintained wherever possible: the placement of random assignment in the intake flow prior to the
start of services.

Informed Consent

All parents must be informed at the time of recruitment that a study is going to be conducted that
might affect who receives Head Start, especially for control group children who would be
“embargoed” from subsequent program participation. Therefore, information about the study and
its potential effect on enrollment will be provided to ALL potential applicants. Parents need to
understand and give their consent to the assignment process (i.e., before submitting an application



35

that for some of them their children will not be eligible, for others there will not be enough slots,
and those selected for the control group cannot be placed on a waiting list).  It would be
inappropriate to try and develop recruitment procedures that do not address these issues in a
straightforward manner with grantees and families.  Rather, it will be best to emphasize the points
that random assignment will result in the same number of children being served by the program,
that relatively few children will be assigned to the control group, and that families will be
presented with information about other resources in the event that their child is not selected for
enrollment in the Head Start program.  A second level of  written informed consent will be
obtained from parents to participate in the full range of study activities after they have been
selected into the study.

It also is recognized that the potential exists for the need to obtain a different level of informed
consent from the parents of other children (those not in the study sample) in the various childcare
settings and classrooms.  Where this has arisen, Westat has addressed the situation successfully
by preparing a letter to parents informing them of the study and its objectives and procedures. A
passive consent approach is employed with parents notified of the dates and times that study
activities are scheduled to occur and asked to reply only if they object to their child being present
during and/or participating in these activities. In the event that a parent does object, their child is
removed from the classroom and supervised in another classroom and/or setting as the particular
situation permits.

Monitoring Random Assignment

A critical component to maintaining the integrity of a randomized study is consistent monitoring.
Monitoring procedures will serve to track breakdowns while at the same time identify
unanticipated problems. To accomplish this, a number of steps will be put into place, including an
on-site coordinator, a system that tracks cases to their assigned treatment or control group, and a
programmed random assignment methodology that will not allow double entry of a case.

The first step in monitoring is to set up a random assignment procedure that will be conducted
completely by Westat staff and will not require the involvement of Head Start staff. To ensure
that implementation of random assignment is carried out in accordance with the evaluation’s
needs, we will develop a manual of procedures, or guide, that documents how children will be
selected, as well as data collection steps to distribute to local staff.

Part of the site coordinator’s training, and documented in the site coordinator’s manual, will be
his or her responsibilities for systematically monitoring all the activities connected with rigorous
implementation of random assignment. These activities will include, but not be limited to the
following:

§ Procedures will be established for enrolling children into the study. Only the site
coordinator will be allowed to enroll children.

§ Unique identifiers will be assigned for each case so that tracking information can
be developed that will track each client through each phase of the evaluation.

§ Checks will be made for other siblings who may have already participated in Head
Start, as well the presence of younger siblings who may reach entry age during
the course of the study (see the earlier discussion on this point).
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§ A check of enrollment and attendance records will be run within 2 weeks of the
arrival of new participants in the Fall to identify any control group contamination
(i.e., control group cases who “sneak in the back door” to obtain Head Start
services and to identify any “no-shows”).

§ During the first year, site coordinators will meet with each Head Start site liaison
on a monthly basis to review Head Start enrollment and attendance records to
cross-check children enrolled in the control group. We will check at the grantee
level. If there is more than one grantee per GGC, we will also check attendance
records for these grantees. For the 3-year-old population, this will also be
implemented in the second year.

§ Before randomization, site coordinators will talk with Head Start personnel on an
ongoing basis to answer questions about the study and help reassure them about
concerns. Building these relationships from the beginning helps to encourage
open communication and to identify problem situations.

Experience tells us it will be difficult to achieve an “ideal” experimental design. We cannot
control for everything. However, by building in safeguards throughout the process, we can
identify breakdowns early and develop new procedures as problems occur. Furthermore, having
identified such problems, we can attempt to counter their influence in data analysis. For example,
we can test the sensitivity of randomized study findings to such breakdowns by making
alternative assumptions about how such cases would have behaved had their random assignment
not been subverted.

Use of Incentives

An important part of gaining study participation is the use of incentives. For the Head Start
Impact Study, we are proposing differential incentive payments in the form of gift certificates for
various respondents. The site coordinator will be responsible for identifying, in consultation with
the on-site liaison, the appropriate vendor (e.g., a food store for parents or a book store or toy
store for teachers and classrooms) and purchasing the certificates in a variety of denominations to
allow combinations of certificates to be provided for different levels of incentives.

During the preschool years, all Head Start classrooms participating in the study, and for the
control group, all other care providers who will be observed for quality assessment will receive
$25 gift certificates for a toy or book store in their area in appreciation of allowing us to visit and
for their overall cooperation. In addition, all teachers and care providers will be given $10 gift
certificates for the completion of their questionnaires and an additional $5 for the completion of
each individual student assessment. While some teachers will receive a higher award than others,
fairness will be achieved by providing teachers with awards based directly on and in proportion to
the level of effort required. Westat intends to award parents and primary caregivers gift
certificates to a local supermarket, an incentive we believe to be both practical and attractive to
this group of respondents. All parents and primary caregivers will be awarded $20 gift certificates
for completing their interviews. If the parent assists our efforts by contacting the child’s care
provider and securing the care provider’s participation before project staff contacts them, an
additional $15 gift certificate will be provided to the parent, a procedure that has proven
successful.
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During the kindergarten and first grade years, all teachers will be given $10 gift certificates for
completion of their self-administered questionnaires and an additional $5 for each student
assessment. Parents will again earn $20 for completing their interviews. Finally, we intend to
provide small gifts for the students such as stickers or pencils. We have used these incentives
effectively on other school studies to enhance student interest, increase motivation, and ensure
high rates of participation.

The site coordinator will distribute the incentives in person or by mail as appropriate. He or she
will be responsible for maintaining complete documentation of all awards earned and disbursed.

It should be noted that proposed dollar amounts for incentives are subject to review and approval
by OMB.
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6.  Data Collection

6.1 Overview

The Head Start Impact Study is a multi-faceted and complex longitudinal research effort that
requires a comprehensive data collection plan that structures and unifies the various requirements
into a well-defined plan of action. The key to successfully implementing a challenging
longitudinal research effort is a data collection plan that emphasizes flexibility within a
thoughtful structure. Westat’s Operations Director will be responsible for implementing the plan
and coordinating the efforts of key individuals and highly experienced, skilled teams to complete
all recruitment, random assignment, data collection, and monitoring/quality control tasks in an
efficient, organized and timely manner. To implement this approach, we created two major roles:

§ Site Coordinators. Selected from Westat’s cadre of experienced field supervisors, staff
will be assigned to each GGC, immediately after sample selection and for the duration of
the study. Their role will be a pivotal one serving as the primary local contact; assisting
the recruitment team with securing participation of grantees; facilitating random
assignment; enlisting cooperation and maintaining participation of respondents, including
parents, children, providers, teachers and administrators; coordinating all data collection
activities in the GGC; tracking study participants; managing field staff; and ensuring QC.
They will report to the central office operations director and her staff. We expect to hire
one site coordinator for each GGC, for a total of 25 site coordinators.

§ Measurement Team. Consisting of Westat field interviewers, under the management of
a site coordinator, these teams will be responsible for scheduled data collection activities
for each wave, including conducting in-person parent interviews, child assessments, in-
person staff interviews, and assessments of program quality.

We also plan to ask each grantee/delegate agency to identify a staff person who as an on-site
liaison (supported at least in part by funds from the evaluation contract) will serve as the
main point of contact with the Head Start program.  The on-site liaison will be invaluable in
helping our site coordinators to establish rapport, obtain the cooperation of other staff, secure the
trust and cooperation of parents and the community, and facilitate random assignment and data
collection.

Data collection will focus on the full range of comprehensive services and integrated program
elements for children and their families that form the cornerstone of the Head Start program and
contribute to the child’s readiness for school.  We will collect comparable data on two cohorts of
children (a 3-year-old cohort and a 4-year-old cohort) and their families who will be randomly
assigned to either a treatment group (to enroll in Head Start) or a control group (that will not
enroll in Head Start, but will be permitted to enroll in other available services selected by their
parents or be cared for at home). From each of 75 grantees/delegate agencies, we plan to select a
sample of approximately 48 children per grantee/delegate agency for the Head Start treatment
group.  To these about 32 children will be added who will be part of the control group. All
children must not have been previously enrolled in Head Start. The selection and random
assignment of children will occur during the Spring/Summer of 2002.

Data collection will begin in Fall 2002 and extend through Spring 2006 with waves in the Fall
and Spring of the Head Start year(s) and in the Spring of the kindergarten and first grade years.
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During each wave, we will administer assessments to children.  In addition, to obtain valuable
information that only the parent or the child’s primary caregiver can provide and to keep
parents/primary caregivers actively involved, we will conduct face-to-face interviews with them,
twice a year in Fall and Spring, for each year of the study.  Once a year during the Spring waves,
we will interview program administrative staff, survey teachers/other care providers, and where
necessary, collect data from administrative records. Each Spring, we also will conduct
observations and assessments of the quality of both Head Start and other care settings. The field
period will vary in length up to two months, depending upon the scheduled activities. The length
of time that we will be at a given site will vary with the number of children to be assessed and the
activities for the particular wave of data collection. Exhibit 5 provides a summary of the data
collection schedule.

We anticipate that some grantees/delegate agencies may be excluded from random assignment
due to unwillingness to participate or saturation.  It will be important to check for non response
bias due to grantee exclusion.  Our plan is to obtain data on up to five non-participating
grantees/delegate agencies, 15 associated centers and an average of six Head Start children per
center.  Both three-and four-year old children will be included, and we will collect the exact same
data from these agencies, families, and children as for the full study.  As our main concern is to
determine the bias associated with non-participating sites, families, and children, we will only
collect Fall and Spring baseline data.  We will also use FACES data to augment our
understanding of non-participating sites (see Appendix A).

During the Fall of 2001 and Spring of 2002, we will conduct a pilot test of all procedures
including those for selecting and randomly assigning children and families to treatment and
control groups, notifying parents/primary caregivers, obtaining informed consent, identifying
other childcare settings and securing cooperation from the various respondents.  We will test all
data collection instruments and conduct focus groups of parents, Head Start program and other
childcare providers to evaluate such issues as comprehensiveness and sensitivity of proposed
questions.

Each phase of data collection will take into account the variations in Head Start settings and
experiences of the treatment group children as well as the childcare settings and experiences of
the control group children. It will be incumbent upon the recruitment team and site coordinators
to identify the variations in each of their assigned communities so that adaptations can be
developed as necessary.

6.2  Data Collection Strategies

Planned Data Collection Activities

After selecting the 25 GGCs, we will contact both regional offices and grantees/delegate agencies
by letter and telephone to determine the programs' eligibility for the study. Using PIR data and a
variety of secondary sources, we will verify whether the grantee/delegate agency meets the rules
for inclusion in the study. Subsequently, recruitment teams composed of the most senior staff
integrated across all four companies will visit each grantee cluster, to foster partnerships and
enlist the cooperation of the grantees/delegate agencies as well as to verify and obtain additional
information on programs, their centers, and the communities within which they reside. We feel it
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Exhibit 5. Data Collection Schedule

School Year
Preschool year/grade for C1
Preschool year/grade for C2

2002-2003
3-year-old Preschool
4-year-old Preschool

2003-2004
4-year-old Preschool

Kindergarten

2004-2005
Kindergarten

Grade 1

2005-2006
Grade 1

Data source Cohort Fall Spring Fall Spring Fall Spring Fall Spring

C-1 ü ü ü ü ü ü
Children

C-2 ü ü ü ü

C-1 ü ü ü ü ü ü ü ü
Primary Caregivers

C-2 ü ü ü ü ü ü

C-1 ü ü ü ü
Administrative Records

C-2 ü ü ü

C-1 ü ü ü üProgram Staff/Other Care
Providers and Elementary
School Teacher C-2 ü ü ü

C-1 ü ü ü ü
Quality of Care Settings

C-2 ü ü ü

KEY
Cohort 1 (C1) – 3-year-old cohort
Cohort 2 (C2) – 4- and 5-year old cohort



41

is crucial to gain an understanding of the state and local context within which the Head Start
programs operate. Consequently, we will conduct a case study effort using multiple primary and
secondary sources to investigate and describe, among other variables, the types of services
available, the extent of coverage, and the patterns of childcare/early education usage in each
selected GGC.

Data Collection Sources

Parents/Primary Caregivers . Face-to-face interviews, no more than 1 hour in length, with
parents/primary caregivers will be conducted twice a year each year the child is in the study to
obtain information at more frequent intervals and keep parents actively involved. We propose to
interview the primary caregiver of the child—in most cases, the mother, if she is present in the
home, or the biological father, or, failing that, a knowledgeable substitute parent. We expect to
conduct a limited interview in the Fall and an expanded version each Spring with the one
exception of the baseline Fall interview that will be more comprehensive in scope and similar in
length to the Spring instruments. Parent interviews will be conducted in the languages of the
respondents, and we will have a Spanish version of the interview.  For all other language
possibilities, we will rely on bilingual field interviewers or, if necessary, we will enlist the aid of
an interpreter from the Head Start program or from the neighborhood to translate and conduct the
interview.

Children. Children will be assessed individually in the Fall and Spring of the Head Start year(s)
and each Spring of the kindergarten and grade one years.  Assessments will vary over time
consistent with the child’s age and grade. We are considering drawing on our experience with
FACES and using a battery of some of the same child measures employed in this study. We will
convene a panel of experts to review these instruments and make recommendations for
improvements.

We expect the child assessment to take 30-40 minutes per child. Finding the appropriate place to
conduct assessments will require flexibility on the part of our measurement team. For example,
they may need to arrange, for both the experimental group (including those in Home-based Head
Start options) and the control group, that assessments be conducted in a variety of settings
including homes or at central locations. They also may need to arrange for transportation. (See
the section on Measures for a description of the planned instruments.)

Program Staff, Teachers/Other ChildCare Providers. Program staff, teachers/other childcare
providers will be surveyed each Spring. Each staff and teacher/other childcare provider survey
will require no more than 25-30 minutes in length. We anticipate conducting interviews with the
Head Start center director and the family services coordinator (or the individual who plays that
role in the center), and with comparable staff as found in other care settings.  With the child’s
teachers during the preschool and elementary school years, in light of the costs associated with
conducting interviews with 3,000 to 4,000 teachers, we will conduct a paper and pencil survey
rather than face-to-face interviews.

Since children will be exposed to a wide variety of types of care settings selected by their parents
in addition to or in lieu of Head Start, it is necessary to arrive at a means of carefully targeting
and limiting the number of care settings at which to collect staff, care provider and teacher data.
We, therefore, will limit the number of care settings to a maximum of one per child and will
select the program where the child is in care the greatest number of hours between 9:00 a.m. and
3:00 p.m., Monday through Friday.  For children in the treatment group enrolled in Head Start,
the Head Start program will be the chosen provider. While we will not directly survey staff at
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more than one childcare provider per child, we will obtain information from the parent/primary
caregivers' interviews regarding the additional care settings the child experiences.

Teachers and childcare providers also will be asked to complete rating scales on each of the
sampled children concerning their development and behavior, a task that will require a few
minutes per child. Teachers and childcare providers will receive gift certificates as incentives for
completing the interviews, questionnaires, and rating scales.

Assessment of Quality of Care Settings. Direct observations of the quality of programs or care
settings for the Head Start and control groups will be conducted annually in Spring during the
preschool and elementary years. We will limit our assessment of quality of care to the same
setting where we survey staff, teachers and other care providers, as described above.  For Head
Start Home-based options, we expect to conduct observations both during socialization
experiences as well as at home.  We will include questions on the parent/primary caregivers'
interview to elicit information from these respondents' perspectives on quality of additional care
settings the child is in.

Administrative/School Records . While we expect to find formal records at Head Start programs
and in schools, we anticipate that comparable data will not be maintained in all types of care
settings, particularly less formal settings where a substantial proportion of the control group is apt
to be cared for. We are cognizant of this issue and will include questions, for example, on the
parent instrument to provide another source of data that we may not find in written record form.
We will make use of computerized records and reports where available and/or abstract children’s
records each Spring to gain information on child attendance as well as useful tracking
information.

How Will We Encourage Participation?

Head Start Programs/Other Care Providers . It is impossible to overstate the importance and
challenge of recruiting sampled grantees/delegate agencies for participation in the evaluation. We
are currently engaged in a variety of efforts to build awareness of the impact study and encourage
interest in participation and cooperation. We are working closely with the National Head Start
Association and are contemplating disseminating information regarding the study through their
video training sessions. We attended the National Head Start Child Development Institute where
we participated in the poster session and distributed over one thousand fact sheets describing the
study's goals and objectives. We plan to attend additional conferences in the near future including
Head Start regional, parent, and state director conferences.

As noted earlier, immediately after approval of sample selection, Westat will contact the selected
Head Start grantee and delegate agency directors by letter. Following the mailing, each program
director will be contacted by telephone by a recruitment team leader who will schedule the
Recruitment Team’s visit to the program to discuss arrangements for participation in the study.
This visit is a key element in establishing trust and rapport while emphasizing the importance of
the centers’ cooperation and participation.  In addition, the site coordinator will play a critical role
in recruitment, particularly after the recruitment team makes its first visit. It is important to have a
local staff member on site who can follow up and pay an immediate visit to program
administrators to review the scope of the study and to identify any concerns about random
assignment. By providing financial incentives, technical assistance and training for project staff,
and emphasizing the benefits of participation to selected grantees/delegate agencies, we feel
confident in our ability to persuade most sampled agencies to participate.  Local recruitment also
includes gaining participation of providers of children in the control group. Once the sample of
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children is selected it will be incumbent upon the recruitment team to develop community plans
and strategies for recruiting control group providers.

Parents/Primary Caregivers . Planning to gain parent cooperation must focus from the start on
both short and long-term participation in the survey. The first step in ensuring participation will
be for the site coordinator to provide the program with packets of materials to distribute to parents
upon enrollment. The packets will include an information sheet to inform parents of key elements
and benefits of the study and enlist their participation in the study. We also plan to produce a
video to explain the elements and benefits of the study including the process of random
assignment.

Gaining participation of families who do not receive Head Start services will need to be handled
even more judiciously. Our incentive program will be stressed and will be an important tool to
help gain participation of all families. Rather than developing recruitment procedures that try to
hide issues surrounding random assignment, we believe it will be better to emphasize the points
that random assignment will result in the same number of children being served, that relatively
few children will be assigned to the control group, and that families will be presented with
information about other resources.

We will obtain complete written informed consent from parents after children and families have
been selected into the study. Telephone follow-ups will be conducted to actively recruit parents
and their children selected for the study. Offering incentives will be an important tool in securing
parents’ consent along with providing assurances of confidentiality and stressing the importance
of having their voices heard. We will provide a practical incentive that can benefit the entire
family, a gift certificate for food from the local supermarket.

Other Care Providers. Parents and primary caregivers have a key ongoing role in identifying the
child’s care providers and granting permission for us to contact them. Moreover, without some
form of introduction and authorization from the parent, most contacts will be unwilling to provide
information. In general, we have proposed several features designed to enhance the cooperation
of the childcare providers including: collecting during the parent interview appropriate locating
information for the provider; asking about any special arrangements that may be needed for
contacting the provider; and developing a letter to the childcare provider to be signed by the
child’s parent that explains that the parent and child are participating in an important study,
encourages the provider to participate, and authorizes the provider to supply requested
information about the child. We will award a gift certificate to the parent as an incentive to make
the first contact with the provider, and the provider, in turn, will receive a gift certificate for
his/her participation.

We anticipate that other childcare providers will include parents, relatives, day care homes, other
day care centers, and other pre-K programs. Although there will be similar concerns among these
providers, materials and procedures will be tailored to individual circumstances.

Elementary School Teachers and Personnel. Our plan for gaining the cooperation and adequate
participation of elementary school teachers and personnel for data collection is to begin early and
to provide an advance publicity packet to districts and schools likely to be the recipients of
children participating in the study to inform them of the study, the critical nature of the
information schools and their teachers will provide, reasons to participate in the study and the
incentives that respondents will receive. We will follow this up with telephone calls and/or in
person visits by a Recruitment Team member and/or the site coordinator to answer any questions
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that administrators have regarding study participation and requirements. We will make every
attempt to determine early any requirements that a particular district may have with regard to the
conduct of research in their schools and to respond promptly

How Will We Maintain Contact With Families?

Ongoing tracking in longitudinal studies is critical to maintaining high response rates. We will
follow all children selected into the treatment group even if they do not enter the Head Start
program in the Fall and will track all treatment and control children even if they move out of the
study area. We propose to follow and collect data from all movers within a GGC and to follow a
10 percent subsample of movers to faraway locations.

We will track and locate children and parents employing a variety of approaches that we have
used successfully on other longitudinal studies with similar populations.  We will obtain tracking
information as early as possible in the study enrollment process and will update it constantly and
at least every six months during each wave of parent interviews. All information will be entered
into a database to manage efficiently all tracking activities. This database will contain a history of
contact and locator information for each child included in the sample over the course of the study.
As time goes on, some parents will refuse to participate and data collection staff will be trained to
convert as many of these refusals as possible.  The use of incentives will be an effective means
for building and sustaining interest and participation.
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7.  Measures

7.1  Overview

A wide variety of data sources and measures will be used in this study to (1) assess the difference
Head Start makes in the development of the nation’s low-income children, and (2) identify the
conditions under which Head Start works best and for which children.  The measures will
include:

§ Child and family measures including a child assessment, a teacher's/'childcare provider's
report on the child's approaches to learning and behavior, and a parent/primary caregiver
interview focusing on their assessment of the child's readiness to learn and social
competence as well as information on parenting skills and the available community
services.

§ Program measures including classroom/childcare observations focusing on dimensions
of classroom/childcare quality such as personal care, furnishings, language and reasoning
activities, gross and fine motor activities, creative activities, social activities, and
provisions for adults and/or teachers; and center director and teacher/childcare provider
surveys that focus on demographic characteristics and the perceived learning
environment.

§ Contextual measures including secondary data sources that will provide and confirm
contextual and capacity information.  The contextual variables will assist in
understanding childcare at the grantee level including the state commitment to childcare
options and the quality and quantity of other available options.

We propose relying primarily on the battery of instruments used in the Head Start Family and
Child Experiences Survey (FACES) as well as those instruments that are applicable from ECLS-
K.  The Abbott Early Childhood Education Study in New Jersey is currently using the FACES
instruments.  The study team does not intend to carry out a major redesign of the FACES battery
but we intend to convene a panel of experts to review the existing FACES instruments and to
make recommendations for improving some of these instruments, as may be necessary.  We also
intend to review the enhancements that the FACES team has recommended or is trying to
implement in FACES 2000.  These studies have pulled together instruments from the top
researchers in the country, designed to cover the important domains of social competence as well
as the environmental factors that influence child development.  The following sections briefly
describe the various measures proposed for this study.

7.2  Planned Measures

Child and Family Measures

We propose to use the FACES child assessment battery for this evaluation through kindergarten
and augmented, when necessary, for the first grade. The FACES child assessment consists of a
series of tasks designed to appraise the children’s cognitive and perceptual-motor development in
areas such as word knowledge, letter recognition, and copying of designs and letters, tasks shown
to be predictive of later school achievement, especially later reading and oral language
proficiency.  The following measures are included in the FACES child assessment battery: (1) the
Peabody Picture Vocabulary Test, Third Edition (PPVT-III); (2) Letter-Word Identification,
Applied Problems, and Dictation tasks from the Woodcock-Johnson Psycho-Educational
Battery—Revised (WJ-R); (3) Story and Print Concepts task; (4) Draw-A-Design subtest of the
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McCarthy Scales of Children’s Abilities; (5) Phonemic Analysis subtest of the Test of Language
Development-3 (TOLD-3); (6) Color Naming and Counting task (developed specifically for
FACES); and (7) Social Awareness items from the CAP Early Childhood Diagnostic Instrument.

The Child Assessment battery is available in both English and Spanish.  In assessing children
from Spanish speaking families, the study team is considering the strategy that is used in FACES
2000.  This is to assess these children for two components of the assessment in both English and
Spanish.  These components are the Woodcock-Johnson Letter-Word Identification task and the
PPVT-III.  In the Fall of the Head Start year, children are given the Spanish version of the
FACES battery and the English version of the two duplicated scales.  In the Spring, the children
are given the English version of the full battery, plus the two duplicated scales in Spanish.  This
should enable the study team to track growth (or decay) in language proficiency in both English
and Spanish.  We also intend to consult with experts in the assessment of non-English speaking
children to review the existing instruments and if necessary, identify alternative assessment
measures that will provide comparability with the measures used for the English speaking
children.

Given the focus of the Head Start Impact Study, the parent interview will include information in
the following areas:  (1) parental beliefs and attitudes towards their child’s learning, and parental
participation in and satisfaction with the program; (2) family household and demographic
information including parent-child relationships and the quality of the child’s home life; and (3)
parent ratings of their child’s behavior problems, social skills, and competencies. The parent
interview in the FACES 2000 includes a subset of 13 items from the lengthier Child Rearing
Practices Report (CRPR).  These items address key areas that may be affected by parental
exposure to Head Start, such as attitudes about how parental authority is conveyed and
encouragement of the child's exploration and independence.  Parents will be asked about services
they receive and the help they receive in coordinating the services.  Other topics will include the
child’s transition from preschool to kindergarten and any information or services the family
received to assist with this transition.  A number of items in the parent survey are drawn from the
National Household Education Survey.  This provides a national point of comparison for
questions related to parent perceptions of the kindergarten and first grade programs, and the
child’s experiences in progressing through school.

In addition to the interviews, the parents or the primary caregivers may be asked to complete the
Child Rearing Practices Report (CRPR), a 91-item questionnaire that assesses parents’ attitudes,
values, behavior and goals. The CRPR covers four general domains: (1) how positive and
negative emotions are expressed, handled, and regulated; (2) how parental authority is conveyed,
and the specific forms of discipline that are used; (3) the parent’s ideal and goals with respect to
the child’s accomplishments and aspirations; and (4) the parent’s values concerning the child’s
development of autonomy, independence and self-identity. Since the issue of overburden is a
concern, during the pilot phase, we will decide whether the scale should be used in its entirety or
whether the abbreviated FACES version should be used.

Teachers and childcare providers will be asked to rate each child participating in the study using
the teacher's/childcare provider’s child report form.  Information is collected in the following
areas:  social skills, classroom conduct, problem solving and initiative, social relationships,
creative representations, music and movement, and language and mathematics.  The current
FACES instrument will be reviewed and modified if necessary for use with the childcare
providers.
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Program-level Measures

Measures of classroom processes proposed for this study include the Early Childhood
Environment Rating Scale (revised) (ECERS-R), supplemented by three subscales of the
Assessment Profile for classrooms, as well the Arnett Scale of Teacher/Childcare Provider
Behavior.  This combination has been used successfully by Westat in the FACES study.  The
ECERS-R provides a global rating of classroom quality based on structural features of the
classroom including personal care, furnishings, language and reasoning activities, gross and fine
motor activities, social activities, and provisions for adults and teachers. The Assessment Profile,
a structured observation guide designed to assist in self-assessment to improve the quality of early
childhood programs, measures important characteristics that are not easily captured by the
ECERS-R.  We propose the use of three subscales from the Assessment Profile--(1) Scheduling,
(2) Learning Environment, and (3) Individualizing.  The Scheduling scale requires the observer to
make ratings based on the posted classroom schedule and it also measures the degree to which the
teacher provides for small-group or individualized activities during the classroom day, and
whether there is a mix of indoor and outdoor activities, and a mix of quiet and active activities.
The Learning Environment scale is most crucial for identifying whether materials for child use in
the classroom are both available and accessible to the child during free play.  The Individualizing
scale focuses on maintaining developmental portfolios on children and what the teacher and
program do to track children's progress.  Finally, the Arnett Scale of Teacher/Childcare Provider
Behavior is a rating scale consisting of 26 items organized under five areas: sensitivity,
punitiveness, detachment, permissiveness, and promotion of independence.

Although we may not be able to use all the scales in less formal settings, we do propose using
them for all non-Head Start centers.  To maintain comparability, some scales used in the more
formal settings may be appropriate, while other scales may be modified for use in the less formal
settings.  If additional measures are needed for the less formal settings we will explore using the
Family Day Care Rating Scale (FDCRS) which was developed by the same people who
developed ECERS-R. It has been used in the NICHD Early Child Care Study. We will also
examine using the newly developed Observational Record of the Caregiving Environment
(ORCE), a conglomeration of a number of other scales.

At the kindergarten and first grade level we will implement a more limited approach to measuring
quality. We will rely on information from secondary sources to track a school’s record with
respect to such issues as attendance, disciplinary issues, immunizations of children, average test
score, number of children receiving school lunch, and teacher/student ratio.

We also expect to gather specific information about the child’s experiences and development
from the perspective of the teacher and/or childcare provider. Surveys will include questions to
obtain biographical information including education and years of experience, inquiries regarding
program elements, quality of management, and belief scales to assess staff attitudes on working
with and teaching children. Items on literacy promoting activities, parallel to questions used in the
ECLS-K, are included in both the teacher and center director surveys.  Use of these items
provides a national sample benchmark for the measures.  During the kindergarten year, the
teacher survey will obtain information about the kindergarten program, provisions that were made
for the child’s transition to kindergarten, and whether the teacher obtained any information from
the Head Start program or alternative care provider about the child’s development status or
special needs.
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The Center Director Survey will provide additional information on the operation and quality of
the program.  Issues to be addressed in the survey will include:  staffing and recruitment, teacher
education initiatives and staff training, parent involvement, waiting lists and program expansion,
curriculum, classroom activities and assessment, home visits, kindergarten transition, and
demographic information about the director.  Another source of information on the operation and
quality of the program will be a Family Services Coordinator Survey.  Issues to addressed in the
survey will include:  services provided to parents, how family needs are assessed, most common
family problems, and obstacles encountered in coordinating services.

Contextual Measures

Regional offices will be contacted to determine whether grantees are eligible for inclusion in the
study.  Specifically, we will determine that: (1) the grantee is not new (i.e., in operation less than
two years); (2) the grantee is in compliance under Head Start performance standards (i.e., the
grantee is not operating under a Quality Improvement Plan or formally designated as high risk
status); and (3) the grantee is not operating substantially under-capacity or under enrollment.  We
also will ask the regional office about an "at risk" category or some similar identification, short of
the term "deficient" that alerts the grantee that they have some problems, and if they are aware of
any issues with a grantee that would make participation in the study problematic.  We will try to
verify this information through multiple sources of information.  PIR data will be used
extensively and while these data cannot be used solely to identify under-capacity and saturated
sites, they will aid us in gaining an understanding of and pinpointing those sites that will likely
require more attention and follow-up to verify their status.

We also will collect information from the grantees focusing on recruitment, selection, and
enrollment.  This information will be used to augment and verify data obtained from other
sources including the PIRs and the regional offices.  Specifically, we will ask questions about: (1)
the number of funded slots; (2) enrollment patterns over the past 2-3 years; (3) filling funded slots
when a child leaves the program; (4) waiting lists; (5) number of over-income families on the
waiting list; (6) number of over-income children currently enrolled; (7) status of full-day services;
(8) competition from other childcare centers or pre-K programs; (9) number of additional families
that could be served with unlimited resources and sufficient funding; and (10) ability of the
grantee to recruit 15-20 more Head Start eligible children than presently recruited.

In order to understand the service environment and options that are available to control group
children, it is important to understand the communities in which the sampled Head Start programs
operate.  This effort will include the collection of secondary data at the national, state, and local
levels, and the collection of primary data at the state and local levels.  Possible secondary data
sources include the following:

§ Urban Institute's Assessing New Federalism (ANF);

§ Administrative data from the PIR on Head Start enrollments, participant characteristics,
and grantees;

§ Additional data from the Child Care Bureau on childcare subsidies and programs;

§ Data on state pre-kindergarten/Head Start initiatives from the Children's Defense Fund's
Seeds of Success;
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§ Information about the extent of comprehensive state initiatives focusing on preschoolers
from the National Center for Children in Poverty's Map and Track ;

§ Data currently being collected on state and local policies and investments by APHSA,
DCF, NCSL, and other national organizations; and

§ Ellsworth/Child Trends information on county level Head Start eligible and Head Start
served children.

At the state and community levels, we will collect primary data to supplement and deepen the
information available from secondary sources.  From state level administrators, we will solicit
information about the range of programs available and the availability of program statistics,
especially those broken down at the substate or local levels.  We will look for: (1) information
about the childcare market, including licensed slots in childcare centers, licensed slots in family
childcare homes, as well as to find out which facilities are not covered in the program statistics;
(2) enrollment patterns in state childcare/early childhood programs, such as state pre-K programs,
utilization patterns of state and Federal childcare subsidy programs; (3) key childcare/early
childhood policies and initiatives that can shape the childcare market and context, such as
collaborative initiatives between Head Start and pre-K or childcare, wraparound initiatives, etc.;
(4) enrollment criteria for programs in terms of income eligibility and age range of children; and
(5) how states have prioritized the distribution of subsidies among welfare families and other low-
income families.

A key component in understanding the communities in which the Head Start programs operate
will be information collected from key local informants.  The information collected at the local
level will focus on the following: (1) how the local childcare market works in the community; (2)
the types of childcare and early childhood education programs available to low-income families
in the community; (3) the supply of slots across various program types; (4) the hours the slots are
available; (5) the out-of-pocket costs of slots; and (6) the criteria and mechanisms used to place
children in them.

Summary

In summary, several tasks must be accomplished in order to complete the measures for the study.
The tasks include the following:

§ Convene a group of  experts to review the existing FACES instruments and provide
suggestions for improving the instruments.

§ Convene a group  of experts on the assessment of non-English speaking children to
review the existing measures and if necessary, identify alternate assessment measures.

§ Convene a group of experts for guidance on the development of telephone and site visit
protocols for collecting contextual information.

§ Develop telephone protocols for determining eligibility for inclusion in the study and for
collecting information on recruitment, selection, and enrollment.

§ Identify secondary data sources for determining the service environment and childcare
options that are available in the selected communities.

§ Develop site visit protocols for collecting information on how the local childcare market
works in the community.

§ Develop a Family Services Coordinator Survey.
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8. Statistical Power

The standard measure of the confidence that one can place in estimated program impacts is called
the minimum detectable effect (MDE), i.e., the smallest true impact one would expect to identify
as statistically significant. This refers to program effects that can be detected as “statistically
significant” 4 out of every 5 times they occur, a level of confidence known as “80-percent
power.” There are several types of outcome differences that are of interest in this study:

§ National impact estimates for the full population, based on comparisons of the treatment
and control groups (e.g., PPVT scores for treatment group minus PPVT scores for control
group).

§ Impact estimates for subgroups of the population, based on comparisons of subsamples of
the treatment and control groups (e.g., a subgroup could be comprised of children from
areas in which there is a high penetration of Head-Start-like alternative programs for low-
income children.)

§ Comparison of impacts between contrasting subgroups (e.g., an impact estimate for girls
minus an impact estimate for boys.

Exhibit 6 provides estimated MDEs for the first two types of comparisons, while Exhibit 7
addresses the last category.  The figures given are for a simple random samples and do not take
into account the effect of sample clustering (e.g., drawing samples of children from the same
geographic cluster or grantee/delegate agency).31 Exhibit 8 (provided below) illustrates the effect
of this clustering on MDEs.

In these exhibits, we consider several different outcome measures, but the Peabody Vocabulary
Test (PPVT) is particularly good as the “test case” outcome for two reasons: among the outcomes
of interest to this study, it has one of the highest variances—making it a conservative test of the
power of the sample for outcomes generally—and it provides one of the broadest and most
central indications of school readiness and social competence available to the study. The average
score for this test for Head Start children is 9432

Exhibit 6 shows minimum detectable effects, or MDEs, for the national impact analysis; these
figures represent the smallest true effect of Head Start on the average national participant that will
be detected with 80-percent power using the proposed sample sizes.  Here, we look at MDEs for
the PPVT, a social awareness index, and two different population percentages: 50% and 30%.
The first column gives MDEs for comparisons of treatment and control based on the entire
sample size of 1,677 (1,000 treatment and 667 control).  Thus, for example, the MDE for the
PPVT based on the entire sample is 1.83.  The second column gives MDEs based on half the
sample size, or 833.  This would be applicable, for example, if one were considering the PPVT
scores of boys.  The third column gives MDEs based on one-fifth of the sample size, or 333.
Finally, the fourth column gives MDDs based on one-tenth of the sample size, or 167.

                                                
31 The figures in Exhibits 3A and 3B apply to impacts on children and families at the end of the first grade year. Even smaller
differences in impact will be detectable with 80-percent power at the end of the kindergarten year and at earlier points (due to lower
data collection attrition and, hence, larger sample sizes). Because they are based on equal-sized samples, the estimates would be the
same for both 3-and 4-year-old Head Start participants.
32 This figure, and others used in the exhibit and in Exhibit 4, come from FACES 1999 data.
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Exhibit 6: Minimum Detectable Effects for 3- or 4-Year-Olds
Head Start Participants (end of 1st grade)

Minimum detectable difference for subgroup sample
size

Child or family
outcome measure

Mean for
Head Start
Children1 N=1667 N=833 N=333 N=167

Peabody Vocabulary
Test (PPVT) 94 1.83 2.58 4.10 5.78

Social
Awareness
Index

4.06 0.20 0.28 0.45 0.63

Treatment percentage
= 50% N/A 7.0% 9.9% 15.5% 21.5%

=30% N/A 6.6% 9.4% 15.2% 21.5%
1Population means and standard deviations (not shown; = 13 for PPVT, and = 1.42 for the social awareness scale) come from FACES
1999 data.

For the full population, the design is able to detect quite small effects, effects of under two points
on the PPVT scale.  Analysis of the FACES data shows an average gain in PPVT score of 4
points over national norms between Fall and Spring testing of Head Start children. A program
impact based on a true control group could differ from this trend-based approximation. Even so,
an impact of 3 or 4 points is not out of the question, while one of 2 or 3 points would be worth
knowing about and possibly signal a successful program. This suggests that an MDE of 2 PPVT
points is an appropriate level of investment in sample size for the national evaluation. It seems
particularly adequate given that we expect to be able to detect even smaller proportionate effects
on other, less variable child and family outcomes.   Three other outcomes are illustrated in the
exhibit:  the Social Awareness Index (SAI) and 50% and 30% characteristics of the population
such as up-to-date immunization.  For example, we will be able to detect quite small changes in
the SAI as a percent of the mean.

Exhibit 7 provides estimated MDDIEs for the “differences of differences,” e.g., a PPVT score for
boys in the treatment group minus that for boys in the control group, minus  that for treatment
group girls minus that for control group girls. The first column gives estimates for equal sized
subgroups, such as boys and girls. The other columns give estimates for unequal sized subgroups:
60% compared to 40%, 75% compared to 25%, and 90% compared to 10%.
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Exhibit 7: Estimated Minimum Detectable Differences In Effect,
Comparison of Two Subgroups of 3- or 4-Year Olds

Head Start Participants (end of 1st grade)—Peabody Vocabulary Test

Minimum detectable difference in effect2

by ratio of subgroups

Child or family
outcome measure

Mean for
Head

Start
Children1

50 / 50 60 / 40 75 / 25 90 / 10

Peabody Vocabulary
Test (PPVT) 94 3.6 3.7 4.2 6.1

Social Awareness
Scale 4.06 0.41 0.42 0.49 0.70

1 The population mean and standard deviation (not shown; = 13 for PPVT, and = 1.42 for the social awareness scale) come from
FACES 1999 data.

2 Based on a two-tailed t-test of the statistical significance of a difference-in-difference estimator (average outcome for subgroup A,
treatment minus control, minus average outcome for subgroup B, treatment minus control). The confidence level of the test is set at
95 percent (significance level = .05) and the degree of confidence required in detecting a true difference in impact (i.e., the power of
the test) is 80 percent.

As can be seen, the proposed sample design can detect a 3.6-point difference in impact on the
PPVT between two equal-sized subgroups of 3- or 4-year-old participants. For example, if Head
Start increases the average score for male participants from 88 to 93 and for female participants
from 90 to 91, we would expect to identify these two effects—5 scale points and 1 scale point—
as different from one another and hence conclude that Head Start works better for boys than for
girls. A true difference in effectiveness of 3.6 points or less might not be detected as statistically
significant in the analysis, although it often still would be, in fact, the case.33 Similar results hold
for subgroups of unequal size, up to a 75/25 split of the population. In comparing subgroups of
very unequal size, such as the 90/10 ratio shown in the last column, impacts would have to differ
by 6 scale points for us to have an 80 percent chance of finding a statistically significant
difference.34

Exhibit 7 also shows that the sample could detect a 0.41 difference in impact between two equal-
sized subgroups on a Social Awareness Scale that has been used in FACES.  This is a somewhat
larger relative difference (0.41/4.06) than for PPVT (3.6/94), due to there being more relative
variation among three and four year olds in this scale than on the PPVT.  If, for example, Head
Start increases the average scale score for male participants from 4.0 to 5.0 and for female
participants from 4.0 to 4.5, we would expect to identify these two effects as different from one

                                                

33 A 3-point difference in impact, for example, might be detected as statistically significant only 60 percent of the time.
34 Actual MDDIEs would be slightly smaller than those shown when subgroups are analyzed using an HLM model, for example, that

predicts outcomes as a function of treatment, subgroup (independently and interacted with treatment), and various baseline
characteristics. Precision is gained by including background variables in the model--participant, environmental, and programmatic
baseline measures that also influence outcomes. If the inclusion of these variables increases the explanatory power of the model
from 5 percent (regression R-squared of .05) to 15 percent (regression R-squared of .15), for example, MDDIEs would decline by 5
percent. Here, the MDDIE for equal-sized subgroups would Fall from 3.6 to 3.4, and similarly for other findings in the exhibit. A
very large--and unrealistic--increase in the explanatory power of the model would have to occur for the general tenor of the results to
change appreciably.
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another and hence conclude that Head Start works better for boys than for girls.  We could also
expect to identify such effects as different for a 75/25 subgroup split, but would not necessarily
be able to detect such effects as different for a 90/10 subgroup split.

The calculations are, in fact, a bit more complicated than has been indicated thus far, since they
depend not just on overall sample size but on the extent to which sampled cases “cluster” in
certain Head Start centers or under certain Head Start grantees/delegate agencies.  Clustering
more observations in a geographic region or organization than would occur naturally in a simple
random sample creates what are called “design effects” for the study. These effects reduce the
precision of all estimates derived from the sample. The lost precision—and consequent increase
in standard errors and MDEs—depends on two factors: how much the average “cell size,” or
number of observations per unit, exceeds the size expected through purely random sampling; and
the degree to which cases in the same cell experience similar impacts, a factor known to
statisticians as the “intraclass correlation” in impacts. Design effects from cells only slightly in
excess of their expected sample size under purely random selection can safely be ignored.

This is the case when selecting grantees/delegate agencies from just 25 of the approximately 170
GGCs in the nation. We will select three grantees per GGC, which is only modestly above the
expected number of 1. It also applies in selecting an average of 3.2 Head Start centers per
grantee/delegate agency, a level scarcely above the 2.5 centers expected with simple random
selection.

Design effects are potentially important at the final level of the sampling plan, when selecting
Head Start participants at random from the sample of 225 Head Start centers selected. If
participants experiencing relatively large impacts from Head Start services tend to cluster in one
subset of Head Start centers, while those experiencing smaller than average effects cluster in
another, picking just some of the centers (225 of 9,523) will increase the variance of the sample
estimate as well as the minimum detectable effects for the analysis.35

The columns of Exhibit 8 trace out the consequences of design effects due to clustering in the
proposed design.36 With a small intraclass correlation of .10 or less, clustering by center does
little to MDEs, which remain near 2 scale points for the Peabody Picture Vocabulary Test (PPVT)
score. Larger correlations can as much as double MDEs (for any outcome, including the PPVT
score), making it less likely that relatively small effects will show up in the analysis as
statistically significant. This raises two questions: (1) How much correlation in impacts should we
expect within Head Start centers? and (2) How small an effect do we need to be able to detect to
appropriately assess Head Start’s contribution nationally? Neither has a sharp answer, though
both can be approached productively and—in this case—suggest that the proposed sample very
likely will detect any Head Start impacts of national importance that do occur.

                                                

35 The corollary to this point for the differential impact analysis discussed earlier has second order importance and thus does not
require assessment of MDDIEs. For design effects to arise there, Head Start participants must cluster together in centers based on
how sensitive their impacts are to different baseline factors. Thus, children from backgrounds where, say, gender strongly influences
how much can be gained from Head Start participation would have to cluster together in one set of centers while those whose gains
are relatively insensitive to gender would have to concentrate in other centers. This pattern--and its equivalent concerning children
whose impacts are more or less sensitive to variations in program features and/or environmental factors--seems unlikely.

36 The clustering adjustment is based on an average cell size of 4.4, the number of completed treatment interviews expected per center
in the final round of data collection with 10 percent attrition per round, for each of the separate 1-year and 2-year participant
samples. As noted earlier, calculating impacts using a model that includes descriptive variables about participants, grantee/delegate
agencies, and environments will reduce standard errors and MDEs relative to those shown here, to some extent offsetting the upward
influence of the design effects illustrated. Unfortunately (as also discussed previously) this offset is likely to be quite small.
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Exhibit 8: Estimated Minimum Detectable Effects With Clustering

Head Start Participants (end of 1st grade)—National Estimates

Minimum detectable effect2

by clustering within centers (intraclass correlation)Child or family
outcome measure

Population
mean1 0 .05 .10 .20 .30 .50

Peabody
Vocabulary Test
(PPVT)

94 1.8 2.0 2.1 2.4 2.6 3.0

PPVT score levels correlate strongly within centers nationally, with an intraclass correlation of
.51.37 However, this does not mean that the degree to which Head Start improves test scores—an
impact measure, not a level—will associate so strongly between children in the same Head Start
centers. An intraclass correlation of .20 or .30 for impacts seems more reasonable, and it might be
much lower.38 (Since this is the first impact evaluation of Head Start to use random assignment,
no reliable information exists for calculating intraclass impact correlation empirically.) Thus, it
seems reasonable to assume that the proposed sample will be able to detect PPVT effects at least
as small as 3 points taking account of clustering, and probably as small as 2 points.

Why Do We Need Such A Large Sample?

As noted above, Head Start need only increase PPVT scores nationally by 2 to 3 scale points for
its benefits to be established under our proposed research design. To see the importance of this
assurance, imagine a study of lesser size and the outcome the Head Start community might face
in that instance. The world—and Congress—is likely to see this evaluation as a full test of the
pay-off to school-readiness assistance to disadvantaged preschoolers, or at least as the final word
on Head Start as a service delivery mechanism. Our fear is that this will be the case regardless
of how weak the study becomes in terms of sample size. An evaluation incapable of finding (or
at least statistically very unlikely to find) two to three point gains in PPVT scores because of
Head Start will be taken as evidence that Head Start does not work.  A study with samples set at
the proposed level is more likely to detect meaningful effects, should they exist.

Ironically, from a policy standpoint, a study of insufficient size could prove worse than no study
at all. As the Department’s “best shot” at objectively assessing  Head Start’s achievements —and
of finding ways to improve the program for the future—the risk of reaching the wrong conclusion
because of insufficient investment in sample points seems to us to more than justify the level of
effort proposed in this design. While examination of other key indicators of program success
might suggest somewhat different balance points on sample size than the PPVT test score used
here, the principals will not change and the conclusion that sample sizes be maintained at current

                                                

37 This figure is derived from the FACES data. This is an exceptionally large intraclass correlation, but it is not surprising that higher
achieving children tend to group together in centers, given the importance of socio-economic background and other family factors in
influencing both the pace of child development and residential location.

38 There is no particular reason to expect children to cluster within center based on their ability to gain from Head Start services, as
opposed to how well they may score overall. The socioeconomic and family factors that associate with place of residence and hence
lead to strong clustering of test level by center act on the portion of test scores determined by home environment, not the portion
determined by pre-school program (the nexus of any Head Start effects).
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levels will likely ring through as clearly as ever. While modest cuts below proposed levels would
not drastically reduce the reliability of the study, there seems to be no reason to run the risk
having invested in so many other ways in the best possible tool for examining and even
improving Head Start’s services to low-income families and children.

Will The Sample Remain Representative Over Time?
Essentially all surveys have some degree of nonresponse. In general, nonrespondents will not be
identical to respondents in some respects, which leads to the likelihood of bias in survey
estimates. For this reason, it is important to keep nonresponse to a minimum, and we have
planned an extensive effort to contain nonresponse.

Despite our best efforts, however, after several rounds of data collection, the level of cumulative
loss of participating children may be fairly high. It would be irresponsible to claim that children
who are not included in the survey will be very similar to respondents across the full range of data
to be collected. No one can know in advance in what ways, and by how much, non-respondents
may differ from respondents.

As a consequence, the intent is to employ a methodology that will reduce the biasing effects of
nonresponse, as described below.  It is anticipated that data on about 90 percent of all sampled
children will be obtained in the initial interview period. This will provide the full set of data
collected initially for all of these children, including direct assessment scores. This will then
allow us to determine categories of respondents and nonrespondents with similar test scores and
other characteristics and make a weighting-class nonresponse adjustment separately for each
category. Because such data will correlate highly with future responses, the nonresponse
adjustment procedure should be quite effective in reducing the bias due to nonresponse. This is a
much better situation than occurs for most surveys, where typically very little information is
available for nonrespondents.

As an alternative to the weighting class nonresponse adjustment described above, we will also
consider using a response propensity nonresponse adjustment procedure. In this procedure, a
logistic regression algorithm is used to determine the predicted probability of response. This
procedure has the potential to be more effective in reducing nonresponse bias than a weighting-
class procedure when there is data available on a large number of characteristics for
nonrespondents, as is the case for this study.

We also propose to produce tables that compare the characteristics of respondents,
nonrespondents after the first data collection, and all children (including nonrespondents) on a
range of characteristics obtained in the first data collection period. To the extent that
nonrespondents and respondents are not too dissimilar on most characteristics, this will reassure
readers of the final reports that the sample of respondents is representative of all Head Start
children.
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9.  Data Analysis Plan

As noted above, there are two over-arching study goals—to estimate the national impact of Head
Start participation on a variety of child- and family-level outcomes, and to assess the extent to
which those impacts vary as a function of individual- and program-level characteristics.  The plan
is to define the treatment and control group, as discussed earlier, and to randomly assign children
to one or the other alternative.  The national impact estimate (i.e., the first goal of the study),
derived from this experimental design, will then answer the question of the effect of the federally-
managed Head Start program on eligible children.  Under the second goal of this study it will be
possible to examine how program impacts vary along a variety of dimensions, including the
extent to which there is wide availability of Head Start-like programs in the community.
Moreover, as discussed below, it also will be possible to use quasi-experimental techniques that
capitalize on the randomized design to estimate the contribution of the Head Start service model
to child outcomes compared to less intensive services even in places where control group
members in some instances received various forms of comprehensive services or other non-
federally funded Head Start-like services.  The remainder of this section discusses the proposed
approach to analyzing the data to meet both objectives and plans for assessing the consequences
of omitting some sampled programs—those in saturation markets or that are unable to conduct
random assignment—from the experiment.

9.1  Basic Impact Estimates

Beginning with the overall impact estimates, one of the important advantages of a randomized
experiment is that it greatly simplifies the data analysis task.  For both child- and parent-level
outcomes, a simple comparison of means for the treatment and control groups will provide an
unbiased estimate of the program's impact.  This can be done at the end of each wave of data
collection (e.g., at the end of the Head Start year for 4-year-olds).  This sequence of comparisons
will provide a clear picture of initial program effects and the extent to which impacts are
sustained as children enter the early years of primary school.

Although such simple comparisons of group means are a valid analytical approach, the reliability
of the impact estimates can, and will, be substantially improved by the use of multivariate
regression that includes statistical controls (i.e., independent variables) that are measured at the
time of random assignment. These control variables will include basic demographic measures
related to the individual child (gender, race/ethnicity), the child’s family (income, parent’s
education and employment status, and household composition), and an indicator of which study
group the child was randomly assigned to (i.e., 1=treatment, 0=control). The estimated coefficient
on this treatment group variable then provides the desired estimate of program impact for the
respective dependent variables. In addition, by adding “interaction” terms to these basic impact
models we will also be able to examine the extent to which estimated impacts are related to
particular baseline characteristics of children and their families (e.g., “Are impacts higher or
lower for Hispanic children?”).

Once we reach the end of the data collection phase (i.e., at the end of the 1st grade measurement
point), we will have sufficient observations to extend the annual impact analyses to include
growth curve analysis 39 that can expand the explanatory power of the statistical model by the
virtue of having multiple observation points for each child. These models will be estimated for

                                                

39 Singer, J. (1999). “Using SAS PROC MIXED to Fit Multilevel Models, Hierarchical Models, and Individual Growth Models.”
Journal of Educational and Behavioral Statistics, 24(4), pp. 323-355.
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each of the child development measures for which growth over time is an appropriate concept.
The actual growth curve analysis will be conducted using “hierarchical linear models (HLM)”
that are a relatively new statistical development40 that properly accounts for the fact that our
proposed sampling plan has clustering and its associated correlation between children in the same
center, grantee, and community as well as correlation over time (within-child correlation). In
estimating these models, an important consideration will be the appropriate form of the growth
curve as children do not follow smooth linear trajectories. As a consequence, we will have to
explore alternative forms of the growth model to account for expected non-linear growth patterns.

To examine the variation in program impacts as a function of program characteristics, a similar
regression model will be estimated that includes additional independent variables accounting for
differences in program “models” or other structural characteristics. As with child- and family-
level measures, these program measures will be interacted with the indicator of treatment group
status to assess the extent to which impacts are different for children who attend different types of
Head Start programs. In addition, once all waves of data collection are complete, similar HLM
growth models will be estimated that include “levels” that use program characteristics to assess
the extent to which differences in Head Start operations affect children’s growth and
development.

Similar models can be used for each outcome of interest, although the independent variables
included in the regression or HLM model may vary from outcome to outcome.  We will also run
tests of the statistical significance of each measured effect, tests whose ability to detect impacts
when impacts occur (i.e., whose "power') was discussed in an earlier section of this document.
Tests for differences in impacts across subgroups-subgroups defined by child, family, program,
and/or contextual characteristics—will also be run.  However, we will not be able to test for
effects in individual sites (i.e., individual grantees, delegate agencies, or centers) given our
relatively small site-specific data samples.

9.2  Impacts On The “Treated”

Not all children assigned to the treatment group will receive Head Start or "Head Start-like"
services, while inevitably some of those assigned to the control group will.  As a result, the basic
treatment-control comparisons just described will not measure completely the average impact of
the Head Start treatment.  Rather, they will show the impact of being assigned to the treatment
group.  This is an important and useful measure for reasons discussed earlier in conjunction with
our treatment definition.  It describes how the outcomes of children granted access to federally-
funded Head Start services differ from those of comparable children eligible for similarly
comprehensive programs with independent funding where they exist.

But there is also an interest in the effect of Head Start on just “the treated,” i.e., those children
who actually receive the comprehensive service package defined by the Head Start performance
standards.  Indeed, it is the comparison of this group to an otherwise similar set of children not
receiving comprehensive services that provides data on the impact question, “What difference do
services meeting the Head Start performance standards make for child outcomes relative to a
(hypothetical) world where such comprehensive services do not exist?”  In sites where all
comprehensive service programs are funded at least in part by Head Start, we can create this
alternative world by assigning selected Head Start applicants to the control group, where they are
precluded from accessing services funded by federal Head Start-dollars.  However, this cannot be
                                                

40 Bryk, T. & S. Raudenbusch (1992). Hierarchical Linear Models: Applications and Data Analysis Methods. Newbury Park, CA:
Sage Publications, Inc.
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done where other comprehensive Head Start-like services are available from exclusively non-
Head Start sources (e.g., comprehensive state pre-K programs), a circumstance in which the
alternative provider may not even participate in the Head Start program. As discussed previously,
there is no feasible way to keep control group members from getting these services, possibly from
the very agency that assigned them to the control group but in a non-Head Start center or
classroom.

Even in sites where all the programs that meet Head Start performance standards receive federal
Head Start funding, it is likely that some control group members will participate in fully
comprehensive services either by “slipping through the cracks” at the Head Start agency that
originally assigned them or, more likely, by turning to other comprehensive service providers in
the area.  Some number of “cross-overs” of this sort is inevitable in a randomized study, despite
our attempts to do everything possible to prevent it (see our earlier discussion of monitoring and
maintaining random assignment)—possibly going so far as to pursue agreement with other non-
evaluation Head Start grantees and delegate agencies to comply with the design and exclude
controls where service areas overlap.

Whether by accessing Head Start itself or receiving equivalent services from non-Head Start
programs, we will wind up analyzing some control group members who essentially got the
"treatment" along with some treatment cases that did not.  In a key paper that extends and
interprets already well-known methods of dealing with these problems, Angrist et al. (1996)41

describe a method for deriving accurate measures of the effect of treatment on the “treated.”
Essentially, their approach--a version of the econometric technique of “instrumental variables” —
re-scales the overall difference in observed outcomes between the treatment and control groups
into an average effect on just those children who receive different types of services because of
randomization.  Children assigned to the treatment group who never participate in Head Start — a
group called “no-shows” in the evaluation literature42— presumably wind up in childcare
arrangements similar to their counterparts in the control group; both sets of families are free to
choose any other options available in the community.  Similarly, we can presume that control
group members admitted to Head Start or other sources of equally comprehensive services — a
group called “cross-overs” in the literature — have experiences similar to their counterparts in the
treatment group.  It is only the residual group--the portion of the random assignment population
that (a) if assigned to the treatment group, will participate but (b) if assigned to the control group,
will not participate — that experiences any differential effects.  This share can be estimated as:

1 - n - c  ,

where "n" is the no-show rate (no-shows/total treatment group members) and "c" is the cross-over
rate (cross-over controls/total controls).  When the basic impact estimates are divided by this
factor, they "expand" into estimates of the effect of treatment on just the treated.43  In a regression

                                                

41 Angrist, J., G.W. Imbens, & D.B. Rubin (1996) “Identification of Causal Effects Using Instrumental Variables,” Journal of the
American Statistical Association, June, 91(434), pp. 444-472.

42 See Bloom, H.S. (1984), “Accounting for No-Shows in Experimental Evaluation Designs,” Evaluation Review, 1984, Vol. 8 (April),
pp. 225-246.

43 Formally, any initial impact estimate represents the average impact of assignment to the treatment group across all treatment group
children.. This can be expressed as a weighted average of three separate impacts, one for children in the "no-show" population, one for
children in the "cross-over" population, and one for all other children. Given their initial equivalence through random assignment and
their parallel program experiences, treatment and control group children in the first of these populations--"no-shows" and "no-show-
like" controls—can be expected to have similar outcomes. Thus, on average they will experience an impact of 0. The same argument
can be made regarding treatment and control group children in the second of these populations—the "cross-overs" and "cross-over-
like" members of the treatment group. Hence, the overall impact estimate, E, can be expressed as the weighted average of two 0
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framework, the equivalent result is obtained by specifying the outcome, or dependent, variable as
a function of participation in Head Start or Head Start-like services (as opposed to assignment to
the treatment group as in the usual regression approach) and then using assignment to the
treatment group as an “instrumental variable” when estimating the coefficient on the participation
variable.

If the assumptions of no effect on “no-shows” and of identical impacts on “cross-overs” and
“cross-over-like” members of the treatment group are correct, this adjusted estimate of the effect
of treatment on the treated is just as reliable as the original impact estimate for all assigned.
Indeed, the same test for statistical significance applies to both estimates.  This technique is not a
panacea, however, since the absence of comprehensive services for a “no-show” child does not
necessarily imply exact correspondence with a control group case.   For example, the mere
expectation of participation in Head Start may lead some “no-show” families to pass up other
care arrangements for their children in the interim between random assignment and the scheduled
start of services that equivalent families in the control group pursue, opening a “wedge” between
the experiences and--potentially--the outcomes of the two groups.  Similarly, a “cross-over” and
her/his treatment group counterpart do not necessarily receive the exact same services in a
comprehensive Head Start or Head Start-like program when one accesses services “through the
front door” and the other has to take a more indirect and possibly longer-run route to the
“treatment” by skirting random assignment or going to an alternative Head Start agency.

In providing estimates of effects for both all treatment group members and just the “treated,”
clear labeling and interpretation of the results becomes paramount.  In sites where comprehensive
“Head Start-like” services reach an important share of the control group, we must make clear that
the basic impact estimates—prior to the “no-show” and “cross-over” adjustments--do not reflect
the full value of the Head Start service package to all who receive it.

The same points carry over to national estimates that incorporate data from sites of this sort:
overall, the basic, unadjusted national estimates will understate  the average value of what federal
Head Start pays for across the country by in some instances comparing it to essentially equivalent
services.  Separate estimates may be needed to represent the part of the country where few if any
“Head Start-like” services are available that are not federally funded and, hence, the basic
unadjusted estimates are fine, and the part of the country where such services do exist in
important quantities and these caveats apply.  It is in anticipation of this need that we have made
the extent of alternative comprehensive programs or “look-alike” services in the community a
major stratifier in choosing the research sample. It is also the reason we attach such importance to
adjusted impact estimates that—on an only partially experimental basis—measure the impact of
Head Start services relative to other, less-intensive, service options in all sites, and therefore for
the Nation as a whole.  In choosing between the two ways of looking at the effect of treatment on
the “treated,” our interpretation of results will need to recognize the trade-off posed between
purely experimental estimates in the “non-look alike” sites, which have strong internal validity
but may not represent the nation well overall and adjusted estimates for a nationally
representative sample that assure external validity at some risk to internal validity.  The ability of
the design to address the question from both perspectives should strengthen our hand in making
sure to draw the right conclusions on this critical impact question.

                                                                                                                                                
effects plus a potentially positive effect on the remaining subpopulation of "non-no-show-prone, non-cross-over-prone" children.
Using F to represent this latter quantity,  E  =  (n)0 + (c)0  +  (1-n-c)F . The first two terms drop out, leaving  E  =  (1-n-c)F , or  F =  E
/ (1-n-c).
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The analysis of the second major question underlying the study—Under what circumstances, and
for which children and families, does Head Start work best?—is less sensitive to these issues.  We
can rely exclusively on the basic, unadjusted estimates for that purpose and know we have
complete internal validity.  It may make sense to confine this analysis to just those sites with few
if any “look-alike” programs, depending on how many Head Start centers this would remove
from the “pool” of local program approaches across which variations in impact can be examined.
The alternative is to make sure to include the availability of “look-alike” services as one of the
key contextual variables used to explain impact variations across centers.  In making this choice,
we need not worry much about external validity, since remaining nationally representative is not
essential here with the focus on variations in impact rather than the population wide average
impact.

9.3 Checking for “Non-Response” Bias in the Experimental Estimates Due to Grantee
Exclusion

As noted in the discussion of our sampling plan, two types of grantees and delegate agencies will
be excluded from the random assignment experiment:

§ Grantees and delegate agencies operating substantially below capacity—or at
capacity in saturated market—where there are not enough eligible families seeking
Head Start services to place some in a control group without reducing the total
number served; and

§ Grantees and delegate agencies that have not saturated their "markets" and could
identify enough cases to form a control group, but who cannot be convinced to
implement random assignment.

Our plan for dealing with this component of the national Head Start program in the analysis is
quite similar for the two subsets, though there are some important differences with regard to data
collection.  Because these "missing programs" could affect the representativeness—or external
validity—of all of our impact estimates, we need to determine the extent to which they differ
systematically from included programs.  The risk of analyzing a skewed sample in the experiment
is exactly analogous to that posed by non-response bias on a household survey, where one must
consider the possibility that missing respondents represent an important--and distinctive--part of
the overall picture one wants to convey.  This analogy provides a useful framework for thinking
about what may be missing from the experimental results and how to accommodate this limitation
in the analysis.

A number of strategies are available for examining exclusions from the experiment, just as there
are many ways to analyze non-response bias in survey data collection.  The most promising
strategies evident at this point in the design process are listed in Exhibit 9. All but the first
represent extensions beyond standard practice in examining the reliability of randomized
experiments for generating nationally representative findings.  The first three—performing
“background” checks, simulating potential bias, and examining programs that “just barely” made
the experimental sample—parallel techniques used to check for non-response bias in survey data
collection, illustrating the power of the “non-response bias” framework in attacking the problem
of “missing” experimental estimates.
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Exhibit 9: Analysis Options for Examining Non-Random Assignment
Programs

§ Performing “Background” Checks
Compare centers and grantees on background factors to see if those without random
assignment differ systematically from those with random assignment in terms of their
service approaches, participant characteristics, and/or non-Head Start services
available in the community.  Closer correspondence on these factors, which
collectively determine Head Start impacts, reduces the threat of bias in the main
impact results.

§ Simulating Potential Bias
Do a sensitivity analysis of the main impact findings from the random assignment
programs to determine their possible bias by assuming different levels of impact for
the non-random assignment programs in the sample and then recalculating national
findings under each scenario.  If scenarios differ little (e.g., as when there are not
very many non-random assignment cases) conclude that omission of non-random
assignment programs from the main results do no appreciably bias the findings.

§ Examining Programs that “Just Barely” Made the Experimental Sample
Concentrating on the experimental sample, compare estimated impacts between
random assignment programs that easily met the requirements for inclusion in the
experiment (operating at capacity, willing to conduct random assignment) and those
that met the conditions but only marginally.  If the two groups do not differ
appreciably in their Head Start impacts, more “extreme” cases where random
assignment was entirely impossible are less likely to do so.

§ Validating Non-Experimental Approaches Using the Experimental Results
Estimate impacts for the non-random assignment programs using standard non-
experimental methodologies.  Then test the validity of each method by checking if it
gives the right answer for the programs that did do random assignment, using the
experimental impact estimate as the “gold standard.”

§ Using Non-Standard Non-Experimental Approaches
Draw from recent literature on innovate non-experimental methods to strengthen
comparisons with the experimental findings, including the "regression discontinuity"
approach, “internal” comparison sites, and sibling models [see text].
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While innovative and extremely valuable, these initial strategies are not in our view sufficient to
guard the Head Start impact study fully from criticism that it is not nationally representative—
i.e., that it lacks external validity.  Although the Advisory Committee discussed examples of
previous multi-site evaluations of social policy programs that have not been nationally-
representative, there are other strong, multi-site experiments have been tellingly challenged on
this basis, despite their many other strengths.  It would be extremely unfortunate if ACYF's Head
Start evaluation fell prey to this suspicion—particularly when other, even more powerful
techniques for dealing with omitted experimental sites are available from the literature.  We
propose to use these tools—particularly the last two items listed in the exhibit—to strengthen the
case for the national validity of the Head Start experiment.  Each is described below.

9.4 Validating Non-Experimental Approaches using Experimental Results.

A considerable literature has sprung up over the last 15 years on validating non-experimental
methods for calculating program impacts using experimental findings as the benchmark.  The
idea is simple but powerful:  when wondering whether to trust a non-experimental approach, find
a place where randomized experiments have been run and see if it works as well as the
experimental approach.  This strategy has been pioneered by LaLonde (1986), Friedlander and
Robins (1992), and Bell, et al. (1995) in the area of adult employment and training programs 44 but
can be applied equally to other social program areas, including Head Start.

Here, the application takes a new twist.  Rather than seeing non-experimental methods as an
alternative to random assignment in future evaluations—the usual perspective in the literature—
we will focus on testing the validity of those methods as a supplement to random assignment. If a
method or methods can be found for reliably calculating Head Start's impact non-experimentally
in the non-random assignment sites, it can serve as a check on the reliability of the main
experimental results as a representation of the nation.  The non-experimental estimation
approaches that might be considered in this role include:

§ examination of changes in Head Start participants' school readiness and social
competencies over time as indicators of program impact (the "pre/post" approach);

§ pre/post comparisons that control for national norms in child development over the
same period, such as average gains in PPVT test scores;

§ comparison group options that use data on non-Head Start children from the same
communities as the non-random assignment Head Start programs to approximate
what would have happened to participants absent the program, calculating program
impact as the difference between participant and comparison group outcomes;

§ statistical matching of Head Start participants with non-participants on background
characteristics in forming comparison groups; and

                                                
44 Robert J. LaLonde, "Evaluating the Evaluations of Training Programs with Experimental Data," American Economic Review,
1986, provided the first example of this approach. Daniel Friedlander and Philip K. Robins, "Estimating the Effects of Employment
and Training Programs:  An Assessment of Nonexperimental Techniques," unpublished paper from the Manpower Demonstration
Research Corporation, 1992, extended it to comparison site models for non-experimental impact estimation. Stephen H. Bell et. al.,
Program Applicants as a Comparison Group in Evaluating Training Programs, W.E. Upjohn Institute for Employment Research, 1995,
first used it to look at "internal" comparison groups of unserved program applicants.
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§ econometric controls for observable and, through "selection modeling" techniques,
unobservable difference between participants and comparison group members.

We have budgeted for collection of data in the non-random assignment sites to support the first
two of these analyses, both baseline (pre) and follow-up (post) data for a substantial number of
children participating in Head Start in non-random assignment programs and their families.
FACES 2000 data (see Appendix A) will supply information on grantees and delegate agencies in
saturation communities that are ineligible for inclusion in the experiment.  New primary data
collection will be conducted in sites dropped from the experiment because a grantee or delegate
agency refused to agree to random assignment.

We will use each of the available non-experimental methods to calculate impacts separately for
both the non-random assignment and random assignment programs in the study.  The latter—
when compared to the experimental results—will provide a check on the reliability of the former:
if a technique works well in replicating the experimental finding for the random assignment
sample, we would expect it to succeed in estimating effects in other sites where the experimental
benchmark is not available.45  We will rely on any non-experimental method that meets this test
for measures of Head Start's impact in circumstances not covered by the experiment—both to
examine the degree of "omitted program bias" possible in the main, purely experimental study
results and, if appropriate, to provide adjusted estimates that correct this bias.

9.5 The "Regression Discontinuity" Approach, "Internal" Comparison Sites, and
Sibling Models.

The same validation procedures can be applied to more innovative non-experimental estimation
methods than just those conventionally used in the literature.  As many as three such procedures
will be considered for the Head Start evaluation depending on data availability: “regression
discontinuity” analysis, comparison site designs, and sibling models.

The ranking of Head Start applicants with “scores” reflecting local targeting criteria  for the
program—and the use of these rankings for admission purposes—provides a perfect opportunity
for applying the “regression discontinuity” approach to estimating program effects for the non-
random assignment sample. Developed in the education field and introduced to the econometric
literature on training program evaluation by Bell et al. (1995, op cit.), this approach looks for a
discrete jump in outcome levels at the cut-off point for admission on the ranking scale.  If Head
Start participants just above the cut-off achieve better outcomes than unsuccessful applicants just
below the cut-point, the “discontinuous” jump in outcomes can be interpreted as the program's
impact on the most marginal participants.  The method can be extended to effects on all
participants using regression analysis which expresses outcomes as a linear function of the
targeting “score” and a dummy variable for program participation; the extension of the “without-
program” regression line to scores above the admission point provides a benchmark for
calculating impacts for participants of all types.  Subject to data availability—something to be

                                                
45 A crucial consideration in applying this technique is the determination of when a non-experimental method "works well" compared
to the "right" answer provided by the experiment. Though often overlooked in the literature, this is a complex statistical matter  sorted
out by Stephen H. Bell and Larry L. Orr in "Are Non-Experimental Estimates Close Enough for Policy Purposes?  A Test for
Selection Bias Using Experimental Data," Proceedings of the Section on Government Statistics of the American Statistical
Association, 1995. Bell and Orr provide an explicit standard for making this determination--i.e., for deciding which non-experimental
methods to trust--and illustrate its application to a set of job training experiments.
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explored during the process of recruiting sites—this method could be of particular value for
programs that have more applicants than they can serve (i.e., those in non-saturation sites) but do
not agree to conduct random assignment.

Another non-experimental means of gauging the impact of non-random assignment programs
uses control group members from the random assignment sites to represent the “counterfactual”
for Head Start participants in the non-experimental sites. Except for possible differences in
community environment, these controls should closely match Head Start participants from other
locations after controlling for measured differences in family background and pre-program
development. The match should be especially strong on the often difficult-to-measure factors that
influence the decision to apply to Head Start, since both sets of families will have taken this step.
This strategy—first devised and tested by Friedlander and Robins (1992, op cit.) in job training
evaluation—treats control group members as a comparison site sample  of similar children and
families in places where the program does not exist, but one with the especially attractive feature
of having equal interest in Head Start services as participants.  A variety of such strategies (each
relying on a different subset of random assignment programs for its control group data) can be
tried under this approach.  Those found reliable compared to experimental results can then be
used in non-experimental sites without incurring the cost of any additional data collection or
analysis file development.  We view this innovation as a very efficient way to explore additional
non-experimental analysis approaches for the Head Start evaluation.

Another promising way of developing and testing impact estimates for the non-random
assignment programs in the evaluation comes from recent analyses by Janet Currie and Duncan
Thomas,46 who estimated the national impact of Head Start from existing survey data on Head
Start children and their siblings.  These innovative “sibling” models capitalize on a sort of
natural experiment in which one child in a family participates in Head Start while another of
similar age does not.  Using these non-Head Start siblings as a natural “control group,” Currie and
Thomas were able to produce highly convincing measures of Head Start's impacts without the
benefit of an experiment.  If similar data and additional analysis resources become available to
the current national evaluation, we can apply the method to the non-random assignment programs
sampled for the evaluation and, for the first time, test it against the experimental norm by
applying it to the experimental portion of the sample.

                                                
46 See, for example, Janet Currie and Duncan Thomas, "Does Head Start Make a Difference?", American Economic Review, June
1995.
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Appendix A
Data Source for Head Start Programs in "Saturation" Communities

Westat is currently collecting data for the FACES 2000 survey which, with minor modification,
can supply a rich set of data on Head Start programs in "saturation" communities—communities
where Head Start grantees and delegate agencies are operating at or below capacity and are
unable to increase their intake flow sufficiently to provide an experimental control group.  We
will use data on communities of this type from FACES to test for "non-participation bias" in the
randomized experiment.  Several features of FACES 2000—described in this appendix—make it
a good source for supplemental data of this sort.

Patterned after the original Family and Child Experiences Survey (FACES), FACES 2000 tracks
thousands of Head Start children and their families over several years, collecting data on their
program involvement, school readiness, family environment, and early school experiences.  A
total of 2,825 new Head Start participants were sampled in the Fall of 2000, with 2,400 expected
to remain in the program through the first wave of follow-up data collection in the Spring of
2001.  All ages of new Head Start entrants are represented in the sample proportionate to their
prevalence in the population, including 3-year-olds starting what may be two years of Head Start
enrollment and 4-year-olds beginning a single year of enrollment.  (Children who had already
completed a year of Head Start services were not sampled.)

The sample is spread across 43 grantees and delegate agencies and 210 centers and represents the
population of Head Start participants and families nationally on a probability basis (i.e.,
grantees/delegate agencies and centers were sampled proportionate to size). The sample clusters
in 273 classrooms, with all newly enrolled children included in the data collection for each
sampled classroom. Before selection, the universe of grantees/DAs was stratified on region,
urban/rural, and percentage of minorities (above or below 50 percent), as was done in the original
FACES study.  The FACES data also closely parallel the main experimental sample structure,
coverage, and content (see text for details).  Two critical differences do exist, however, one
advantageous and the other a disadvantage:

§ FACES 2000 includes all types of Head Start grantees and delegate agencies, both those
that—like the experimental sites—operate at capacity in communities with enough
unserved children to provide a control group and  those in saturation communities that
lack this characteristic; and

§ The FACES 2000 data cover children entering Head Start in the Fall of 2000 as opposed
to the Fall of 2002, and exiting in 2001 or 2002 as opposed to 2003 or 2004.

The difference in timing is only a minor drawback, since we do not expect systematic changes in
Head Start program impacts over the time interval involved. The coverage of all of the excluded
sites provides a powerful advantage.

To support the Head Start Impact Study, FACES 2000 has been modified to collect information
on grantee capacity and community saturation paralleling that to be collected in identifying
saturation and undercapacity sites for this study.
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Appendix B:
Impact Research-related Amendment to the Head Start Act, as

reauthorized by the
Coats Human Services Amendments of 1998, PL 105-285

(g) NATIONAL HEAD START IMPACT STUDY.--

(1) EXPERT PANEL.--

(A) IN GENERAL.--The Secretary shall appoint an independent panel
consisting of experts in program evaluation and research, education, and early
childhood programs--

(i) to review, and make recommendations on, the design and plan for
the research (whether conducted as a single assessment or as a series of
assessments) described in paragraph (2), within 1 year after the date of
enactment of the Coats Human Services Reauthorization Act of 1998;

(ii) to maintain and advise the Secretary regarding the progress of the
research; and

(iii) to comment, if the panel so desires, on the interim and final
research reports submitted under paragraph (7).

(B) TRAVEL EXPENSES.--The members of the panel shall not receive
compensation for the performance of services for the panel, but shall be allowed
travel expenses, including per diem in lieu of subsistence, at rates authorized for
employees of agencies under subchapter I of chapter 57 of title 5, United States
Code, while away from their homes or regular places of business in the
performance of services for the panel.  Notwithstanding section 1342 of title 31,
United States Code, the Secretary may accept the voluntary and uncompensated
services of members of the panel.

(2) GENERAL AUTHORITY:  After reviewing the recommendations of the
expert panel, the Secretary shall make a grant to, or enter into a contract or cooperative
agreement with an organization to conduct independent research that provides a national
analysis of the impact of Head Start programs.  The Secretary shall ensure that the
organization shall have expertise in program evaluation, and research, education, and
early childhood programs.

(3) DESIGNS AND TECHNIQUES.--The Secretary shall ensure that the
research uses rigorous methodological designs and techniques, (based on the
recommendations of the expert panel) including longitudinal designs, control groups,
nationally recognized standardized measures, and random selection and assignment, as
appropriate.  The Secretary may provide that the research shall be conducted as a single
comprehensive assessment or as a group of coordinated assessments designed to provide,
when taken together, a national analysis of the impact of Head Start programs.

(4) PROGRAMS.--The Secretary shall ensure that the study focuses primarily on
Head Start programs that operate in the 50 States, the Commonwealth of Puerto Rico or
the District of Columbia and that do not specifically target special populations.
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(5) ANALYSIS.--The Secretary shall ensure that the organization conducting the
research--

(A)(i) determines if, overall, the Head Start programs have impacts
consistent with their primary goal of increasing the social competence of children,
by increasing the everyday effectiveness of the children in dealing with their
present environments and future responsibilities, and increasing their school
readiness;

 (ii) considers whether the Head Start programs--
(I) enhance the growth and development of children in cognitive,

emotional, and physical health areas;
(II) strengthen families as the primary nurturers of their children; and
(III) ensure that children attain school readiness; and

(iii) examines--
(I) the impact of the Head Start programs on increasing access of

children to such services as educational, health, and nutritional services, and
linking children and families to needed community services; and

(II) how receipt of services described in subclause (I) enriches the
lives of children and families participating in Head Start programs;

(B) examines the impact of Head Start programs on participants on the date
the participants leave Head Start programs, at the end of kindergarten, and at the
end of first grade (whether in public or private school), by examining a variety of
factors, including educational achievement, referrals for special education or
remedial course work, and absenteeism;

(C) makes use of random selection from the population of all Head Start
programs described in paragraph (4) in selecting programs for inclusion in the
research; and

(D) includes comparisons of individuals who participate in Head Start
programs with control groups (including comparison groups) composed of--

(i) individuals who participate in other early childhood programs
(such as public or private preschool programs and day care); and

(ii) individuals who do not participate in any other early childhood
program; and

(6) CONSIDERATION OF SOURCES OF VARIATION.--In designing the
research, the Secretary shall, to the extent practicable, consider addressing possible
sources of variation in impact of Head Start programs, including variations in impact
related to such factors as—

(A) Head Start program operations;
(B) Head Start program quality;
(C) the length of time a child attends a Head Start program;
(D) the age of the child on entering the Head Start program;
(E) the type of organization (such as a local educational agency or a

community action agency) providing services for the Head Start
program;

(F) the number of hours and days of program operation of the Head Start
program (such as whether the program is a full-working-day, full
calendar year program, a part-day program, or a part-year program); and
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(G) other characteristics and features of the Head Start program (such as
geographic location, location in an urban or a rural service area, or participant
characteristics), as appropriate.

(7) REPORTS.--
(A) SUBMISSION OF INTERIM REPORTS.--The organization shall

prepare and submit to the Secretary two interim reports on the research.  The first
interim report shall describe the design of the research, and the rationale for the
design, including a description of how potential sources of variation in impact of
Head Start programs have been considered in designing the research.  The second
interim report shall describe the status of the study and preliminary findings of the
study, as appropriate.

(B) SUBMISSION OF FINAL REPORT.--The organization shall prepare
and submit to the Secretary a final report containing the findings of the research.

(C) TRANSMITTAL OF REPORTS TO CONGRESS.--
(i) IN GENERAL.--The Secretary shall transmit, to the committees

described in clause (ii), the first interim report by September 30, 1999, the
second interim report by September 30, 2001, and the final report by
September 30, 2003.

(ii) COMMITTEES.--The committees referred to in clause (i) are the
Committee on Education and the Workforce of the House of
Representatives and the Committee on Labor and Human Resources of the
Senate.

(8) DEFINITION.--In this subsection, the term 'impact', used with respect to a
Head Start program, means a difference in an outcome for a participant in a program that
would not have occurred without the participation in the program.


